11 ERRORS AND BIAS

Introduction

11.1 This chapter discusses the general types of patertior to which all price indices

are subject. The literature on consumer price asl{€PIs) discusses these errors from two
perspectives, and this chapter presents the tvapeetives in turn. First, the chapter
describes the sources of sampling and non-samgiiog that arise in estimating a
population CPI from a sample of observed pricesoBe, the chapter reviews the arguments
made in numerous recent studies that attributetbi@¥ls as a result of insufficiently
accurate treatment of quality change, consumettisuiien and other factors. It should be
emphasized that many of the underlying issues dgsstiihere are dealt with in much greater
detail elsewhere in the manual.

Typesof error
11.2 One of the main objectives of a sample survey tpute estimates of population
characteristics. Such estimates will never be éxadual to the population characteristics.
There will always be some error. Table 11.1 giveaxanomy of the different types of error.
See also Balk and Kersten (1986) and Dalén (1995)\vferviews of the various sources of
stochastic and non-stochastic errors experiencedlaulating a CPI. Two broad categories
can be distinguished: sampling errors and non-samplrors.
Table 11.1. A taxonomy of errors in a consumeregpmoex
Total error:
Sampling errc
Selection erri
Estimation errc
Non-sampling err
Observation err
Overcovera(
Response erl
Processing ern
Non-observation err
Undercoveral
Non-response

Sampling error
11.3 Sampling errors are due to the fact that an estimated CPI is basesimples and not
on a complete enumeration of the populations irshSampling errors vanish if
observations cover the complete population. As rmeat in previous chapters, statistical
offices usually adopt a fixed weight price indextas object of estimation. A fixed weight
index can be seen as a weighted average of padiaks of commodity groups, with
weights being expenditure shares. The estimatioogoiures that most statistical offices
apply to a CPI involve different kinds of sampl&kee most important kinds are:
« for each commodity group, a sample of commoditesaiculate the partial price index
of the commaodity group;
« for each commodity, a sample of outlets to caleutae elementary price index of the
commodity from individual price observations;
« asample of households needed for the estimatitimecdverage expenditure shares of
the commaodity groups. (Some countries use data fratmnal accounts instead of a
household expenditure survey to obtain the experalghares.)



11.4 The sampling error can be split into a selectionreand an estimation error. A
selection error occurs when the actual selection probabilitiesatevirom the selection
probabilities as specified in the sample desigre é&hmation error denotes the effect caused
by using a sample based on a random selectionguozeEvery new selection of a sample
will result in different elements, and thus in agibly different value of the estimator.

Non-sampling error

11.5 Non-sampling errors may occur even when the whole population is oleskr¥hey
can be subdivided into observation errors and rzsevation error€bservation errors are
the errors made during the process of obtainingr@cording the basic observations or
responses.

11.6 Overcoverage means that some elements are included in thesurvieh do not
belong to the target population. For outlets, stiatl offices usually have inadequate
sampling frames. In some countries, for instandmysiness register is used as the sampling
frame for outlets. In such a register, outlets@assified according to major activity. The
register thus usually exhibits extensive overcogerdecause it contains numerous outlets
which are out of scope from the CPI perspectivg. f@ms that sell to businesses rather than
to households). In addition, there is usually n@itled information on all the commodities
sold by an outlet, so it is possible that a samplétet may turn out not to sell a particular
commodity at all.

11.7 Responseerrorsin a household expenditure survey or price sun@ur when the
respondent does not understand the question, srramavant to give the right answer, or
when the interviewer or price collector makes aoren recording the answer. In household
expenditure surveys, for example, households apgpesistematically underreport
expenditures on commaodity groups such as tobact@l@oholic beverages. In most
countries, the main price collection method is byspns who regularly visit outlets. They
may return with prices of unwanted commaodities.

11.8 The price data are processed in different stages, & coding, entry, transfer and
editing (control and correction). At each step aksts, so-callegrocessing errors, may

occur. For example, at the outlets the price ctilscwrite down the prices on paper forms.
After the collectors have returned home, a compatased as the input and transmission
medium for the price information. It is clear tliais way of processing prices is susceptible
to errors.

11.9 Non-observation errors are made when the intended measurements canoatripex

out. Undercoverage occurs when elements in the target populationad@ppear in the
sampling frame. The sampling frame of outlets cavelundercoverage, which means that
some outlets where relevant commodities are puecheannot be contacted. Some statistical
offices appear to exclude mail order firms and fmyd market stalls from their outlet
sampling frame.

11.10 Another non-observation errornsn-response. Non-response errors may arise from
the failure to obtain the required information itiraely manner from all the units selected in
the sample. A distinction can be drawn betweerl totd partial (or item) non-response.
Total non-response occurs when selected outletsotdie contacted or refuse to participate
in the price survey. Another instance of total mesponse occurs when mail questionnaires



and collection forms are returned by the respondedtthe price collector, respectively, after
the deadline for processing has passed. Mail quresires and collection forms that are only
partially filled in are examples of partial nonjesse. If the price changes of the non-
responding outlets differ from those of the respogautlets, the results of the price survey
will be biased.

11.11 Total and partial non-response may also be encmaie a household expenditure
survey. Total non-response occurs when househodaendn the sample refuse to cooperate.
Partial non-response occurs, for instance, whetaiognouseholds refuse to give information
about their expenditure on certain commodity groups

Measuring error and bias

Estimation of variance

11.12 The variance estimator depends on both the chatanator of a CPI and the
sampling design. Boon (1998) gives an overviewhefsampling methods that are applied in
the compilation of CPIs by various European staasinstitutes. It appeared that only four
of them use some sort of probability techniquefdtet selection, and only one uses
probability sampling for item selection. In the abse of probability techniques, so-called
judgemental and cut-off selection methods are agpli

11.13 In view of the complexity of the (partially conned) sample designs in compiling a
CPI, an integrated approach to variance estimafppears to be problematic. That is, it
appears to be difficult to present a single fornfatameasuring the variance of a CPI, which
captures all sources of sampling error. It is, haavefeasible to develop partial (or
conditional) measures, in which only the effecadingle source of variability is quantified.
For instance, Balk and Kersten (1986) calculatedvériance of a CPI resulting from the
sampling variability of the household expenditunevsy, conditional on the assumption that
the partial price indices are known with certaintieally, all the conditional sampling errors
should be put together in a unifying framework rdey to assess the relative importance of
the various sources of error. Under rather restea@ssumptions, Balk (1989a) derived an
integrated framework for the overall sampling exwba CPI.

11.14 There are various procedures for trying to estirttagesampling variance of a CPI.
Design-based variance estimators (that is, varsaaotelorvitz-Thompson estimators) can be
used, in combination with Taylor linearization pedares, for sampling errors arising from a
probability sampling design. For instance, assuraiicgoss-classified sampling design in
which samples of commodities and outlets are driadependently from a two-dimensional
population, with probabilities proportional to siPS) in both dimensions, a design-based
variance formula can be derived. In this way Dalad Ohlsson (1995) found that the
sampling error for a 12-month change of the all-.cwdity Swedish CPI was of the order of
0.1-0.2 per cent.

11.15 The main problem with non-probability samplinghatthere is no theoretically
acceptable way of knowing whether the dispersiaiménsample data accurately reflects the
dispersion in the population. It is then necessaifall back on approximation techniques for
variance estimation. One such technique is quasienaization (see Sarndal, Swensson and
Wretman (1992, p. 574)), in which assumptions aae€lerabout the probabilities of sampling
commodities and outlets. The problem with this rodtls that it is difficult to find a
probability model that adequately approximatesmie¢hod actually used for outlet and item



selection. Another possibility is to use a replimatmethod, such as the method of random
groups, balanced half-samples, jackknife, or boapstThis is a completely non-parametric
class of methods to estimate sampling distributaom standard errors. Each replication
method works by drawing a large number of sub-sasfstbm the given sample. From each
sub-sample the parameter of interest can be estiimdinder rather weak conditions, it can
be shown that the distribution of the resultingneates approximates the sampling
distribution of the original estimator. For mordalks on the replication methods see Sarndal,
Swensson and Wretman (1992, pp. 418-445).

Qualitative descriptions of non-sampling errors

11.16 It is still more difficult to obtain quantitative @asures of the non-sampling errors.
Thus the use of qualitative indications is the gugsibility. For instance, the coverage of
the sampling frames as a proxy of the target pajous can be addressed (including gaps,
duplications and definitional problems). The petage of the target outlet samples from
which responses or usable price data were obtéireedhe response rates) can be provided.
Any known difference in the prices of respondinglets and non-responding outlets can be
described, as can an indication of the method plisation or estimation used to compensate
for non-response. Several categories of non-samplirors provide the bulk of the bias
iIssues discussed below.

Proceduresto minimizeerrors

11.17 Theestimation error can be controlled by means of the sampling degign.
example, by increasing the sample size, or by tp&élection probabilities proportional to
some well-chosen auxiliary variable, the errotia éstimated CPI can be reduced. The
choice of an adequate sampling design for the €Rhiextremely complex matter (see
Dorfman et al. (2006)). The target population &s $let of all goods and services that are
acquired, used or paid for by households from tatfea particular time period. A proper
probability sampling procedure selects a sampla tgndom mechanism in which each good
or service in the population has a known probahbditselection. In combination with a
Horvitz-Thompson estimator, such a probability skmgpdesign will produce an index that
is (approximately) unbiased and precise.

11.18 The following three probability sampling designe ased extensively in survey
practice: simple random (SI) sampling, probabititpportional to size (PPS) sampling, and
stratified sampling with SI or PPS sampling peatsim. The advantage of Sl sampling is its
simplicity; it gives each population element thenegorobability of being included in the
sample. PPS sampling has the advantage that theeimportant elements have a larger
chance of being sampled than the less importarg. e instance, at Statistics Sweden the
outlets are selected with probabilities proportidnasome proxy for size, namely their
number of employees. Unequal probability desigmslead to a substantial variance
reduction in comparison with equal probability des. In stratified sampling, the population
is divided into non-overlapping sub-populationdexhktrata. For instance, at the United
Kingdom Office for National Statistics the popudatiof outlets is split by outlet type
(multiple, independent or specialist) to form diffet strata. In each stratum a sample is
selected according to a certain design. One ofgasons why stratified sampling is so
popular is that most of the potential gain in psem of PPS sampling can be captured
through stratified selection with SI sampling withwell-constructed strata. Stratified
sampling is in several respects simpler than PRplaag.



11.19 Because appropriate sampling frames are lackimgples are frequently obtained by
non-probability methods. Judgemental (or expertag)asampling is one form of non-
random selection. In this case an expert selectsigétypical” elements where data are to
be collected. With skill on the part of the expeefairly good sample might result, but there is
no way to be sure. A more sophisticated non-praibyabnethod is quota sampling. In quota
sampling the population is firstly divided into tan strata. For each stratum, the number
(quota) of elements to be included in the samplixésl. Next the interviewer in the field
simply fills the quotas, which means in the caseuifet sampling that the selection of the
outlets is ultimately based on the judgement ofpthee collectorsAnother non-probability
method is cut-off sampling, which means that a phthe target population is deliberately
excluded from the sample selection process. Inqodat, this procedure is used when the
distribution of the value of some auxiliary variali$ highly skewed. For instance, a large
part of the population may consist of small outietese contribution to total sales is modest.
A decision may then be taken to exclude from tmemimg frame the outlets with the lowest
sales. Because the selection is non-random, ndrapiidy methods usually lead to more or
less biased estimates. Empirical results of rekaandertaken by Statistics Netherlands
nevertheless show that non-probability selectiothoes do not necessarily perform worse,
in terms of the mean square error, than probalsiypling techniques (De Haan, Opperdoes
and Schut, 1997).

11.20 Provided that the sampling design is given, thepsiaug variance of an estimated (all-
commodities) CPI can in general be lowered by:
— enlarging the samples of households, commoditidatlets;
— the application of suitable stratifications to tregious populations (e.g. grouping
commodities with respect to similarity of price ogas).

11.21 Itis important to allocate optimally the availalbésources both between and within
the different CPl samples, since badly allocatedm@as may lead to unnecessarily high
sampling errors. The Swedish variance estimatisultg presented in Dalén and Ohlsson
(1995), show that the error resulting from commpdampling is relatively high compared
with the error resulting from outlet sampling. histcase, it is worthwhile increasing the
sample size of commodities and reducing the sasipéeof outlets.

11.22 A systematic analysis of sampling errors offerssgmbties for improving or reducing
cost. The problem of optimum sample allocationssally formulated as the determination of
the sizes of the samples of commodities and outeis their distribution over the strata that
minimizes the sampling error of an all-commodit@l, subject to the available budget.

11.23 As already mentioned, a business register is ysonatlan adequate sampling frame
for outlets, because it provides extensivercoverage. It is recommended to set up an
appropriate sampling frame by enumeration of thenroatlets within each sampled
municipality. Such enumeration yields a list of@litlets in a municipality together with the
commodity groups that belong to their assortmefisss expensive way to organize an
outlet sampling frame is to ask the price collestervho may be assumed to know the local
situation well — to make a list of outlets whereghases are made by households.

11.24 The populations of commodities (and varieties) antlets are continually changing
through time. The composition of most commodityugr®is not constant over time, because
commodities disappear from the market and new appsar. The passage of time also plays



a disturbing role with respect to the outlet popiala outlets close, temporarily or
permanently; new outlets emerge; the importan@uofe outlets diminishes or increases.
The samples of commodities (and varieties) ancetsiihould be reviewed and updated
periodically to maintain their representativity wiiespect to the current buying habits of the
households.

11.25 Response errors caused by the underreporting of certain categofié®usehold
expenditure can be adjusted by using producer-besteédates from the national accounts
(see Linder (1996) for an example). Measuremewtr&lyy price collectors can be reduced
by providing them with hand-held computers for daéry. In this way the validation of
observed prices can be executed at the point of gollection (i.e. in the outlet), by means
of an automatic comparison of the currently obsgéce quote with the previously
observed one (by setting a limit on the percenfage change) and with the price quotes
obtained from other outlets (by setting suitablparpand lower limits). Details are provided
by Haworth, Fenwick and Beaven (1997).

11.26 It is useful to appoint data collection supervigorsonduct quality assurance checks
on the data collectors. It is also a good ideag@aize regularl meetings where price
collectors and statisticians from the head offiae share their experiences. In this way, the
statisticians will keep in touch with the conditsoim the field, and may take the opportunity
to provide more information about frequently madegcollection errors and new
representative goods.

11.27 It is important to check the collected price dataprocessing errors and, where
possible, to correct these errors. This activityabed data editing. When editing is carried
out on individual observations, it is called miadiing. When the resources to spend on
data editing must be minimized, while at the same maintaining a high level of data
quality, selective editing and macro-editing aregoilities. Selective editing is a form of
traditional micro-editing, in which the number dfits is kept to a minimum. Only those edits
which have an impact on the survey results areechaut. Macro-editing offers a top-down
approach. The edits are carried out on aggregatd(fbr instance, the price index numbers
of a commodity group) instead of individual reco(fts example, price observations). Micro-
editing of individual records is then carried oatyif macro-edits raise suspicion. In
particular, attention should be paid to outliersoamthe observations.

11.28 Non-response usually introduces selection bias. There are threthods for the
treatment of missing price observations. First,dbesponding price can be excluded from
the data set of previous prices, so that the sptedious prices is “matched” with the set of
current prices. Second, this matching can be aetiby using an imputed (or artificial) price
for the missing one. The imputed price can be t¢aled by either carrying forward the
previous price observation or by extrapolatingphevious price observation using the
change of other price observations for the sameamaiity. Third, there is the possibility to
reweight the sample. The objective of reweightstpiinflate the weight given to the prices
of the responding outlets. This compensates fa@elmwices that are lost by non-response.

11.29 In a household expenditure survey, missing dataiswally imputed with the help of

information on the same household from a previdaseovation period or other households
from the same observation period. To reduce bi#isaraverage expenditure pattern arising
from selective non-response, a household experditunvey sample of households is



generally post-stratified by a number of houselwblaracteristics, such as income,
composition and size.

Typesof bias

11.30 This section reviews several categories of eritreein pricing or in index
construction, that potentially can lead to biathim overall CPI. The emphasis here is on the
categorization of errors, along with some consitieneof their likely size, rather than on
methods to reduce or eliminate the errors. Thetguemight arise of why such a discussion
IS necessary, since such issues as quality chande¢he appropriate methods for handling
them in the CPI, are dealt with at both a concdtod operational level in other chapters.

11.31 The reason this chapter addresses the topic obi@PRlper se is the great surge in
interest in price measurement problems during tite1890s. Especially in the United
States, the view became widespread that the CP$swgsct to systematic upward biases
because of the failure to deal adequately with emes substitution, product quality
improvements, and the introduction of new items serices. Moreover, it was recognized,
first, that the existence of such upward bias wiade fundamental implications for the
measurement of recent trends in output and prodtyGtand second, that the elimination of
upward bias could substantially improve the governinbudget situation through reduced
government expenditures and increased tax revésaesfor example, Eldridge (1999) and
Duggan and Gillingham (1999)). These discoveridgdea series of papers and reports on
CPI measurement problems, often accompanied by psimates of aggregate bias.

11.32 Prominent examples of these quantitative studidsasf are those by the Advisory
Commission to Study the CPI (United States Seld®@6), Congressional Budget Office
(1994), Crawford (1998), Cunningham (1996), DalE®90a), Diewert (1996c), Lebow,
Roberts and Stockton (1994), Lebow and Rudd (2@®3piro and Wilcox (1997b),
Shiratsuka (1999), White (1999), and Wynne andlBiga994). Responses and estimates by
statistical agencies include those provided by Aana et al. (1998), US Bureau of Labor
Statistics (1998), Ducharme (1997), Edwards (199&pwick (1997), Johnson et al. (2006),
Lequiller (1997), Moulton (1996b), and Moulton aMdses (1997). Among the many other
discussions of the CPI bias issue are those repbyt@aker (1998), Berndt (2006), Boskin
et al. (1998), Deaton (1998), Diewert (1998a), @ar(2006), Krueger and Siskind (1998),
Nordhaus (1998), Obst (2000), OECD (1997), Poli#398), Popkin (1997), and Triplett
(1997, 2006).

11.33 Two points are worth making at the outset with ee$ppo measuring bias in CPIs.
First, the issue has usually been addressed icothtext of the cost of living index (COLI).
That is, the CPI bias has been defined as thereifte between the rate of increase in the
CPI and the rate of increase in a true COLI. Mamars on bias have taken as given that
the COLI should be the CPI's measurement objecBeoenewhat different conclusions might
be reached if the index objective were taken ta pare price index. Notably, the gains in
consumer welfare from a widening array of new goodshe ability of consumers to
substitute away from items with increasing relapwiees, might be deemed irrelevant and an
index that ignored those factors might not be judgi@sed on that account.

11.34 The second point is that CPI bias is not amenabéstimation with the same level of
rigour as that used in CPI variance estimationcé&the COLI or other ideal target index is
unobserved, analysts have been forced to relyringmeconjectures and on generalizations



from fragmentary empirical evidence in order tomjifg the extent of bias. The notable
exceptions are with respect to substitution bidgemitraditional Laspeyres indices and
indices using superlative formulae can be compus#ag the same underlying price and
expenditure data, and the differences construednasasure of the upward bias from use of
the Laspeyres formula.

11.35 Several different taxonomies of bias have appearéuk literature mentioned above.
It is sufficient, however, to employ four categari@ughly corresponding to those set forth in
the best-known study, namely tRanal report of the Advisory Commission to Study the CPI

(the Boskin Commission), established by the UnB&ates Senate Finance Committee in
1995. These categories are: upper-level substitiiias; elementary aggregate bias; quality
change and new goods bias; and new outlet bias.

11.36 These categories can be further broken down intostwibgroups according to
whether they refer to errors in individual priceaserements or errors in computing index
series. Quality change bias and new goods bias laeisause of failures to measure
adequately the value to consumers of individuaddgand services that appear in (or
disappear from) the marketplace. It should be reizegl that discussions of “new goods”
problems apply equally to all products, whetherdgor services. At a conceptual level, it
can be difficult to distinguish these two biasesrfreach other. Operationally, however,
quality change bias pertains to the proceduresdomparing new products or models with the
older products they replace in the CPI samplegehreral, new goods bias can be thought of
as applying to wholly new types of products, orduats that would not enter samples
routinely through forced replacement. New outlesbsometimes referred to as outlet
substitution bias, is similar to new goods biasibdibcused on the appearance of new types
of stores or marketing methods that offer goodewaér prices or higher quality.

11.37 The other categories of bias refer to the procedimeconstructing index values from
component series. As noted throughout this ma@Rll,construction can be thought of as
taking place in two steps, or at two levels. Atlinger level, individual price quotations are
combined; at the upper level, these basic indicesggregated together. Corresponding to
these two levels are two forms of potential bidententary aggregate bias involves the
averaging formulae used to combine price quotatitasbasic indices. Upper-level
substitution bias applies to the formulae usedtoline those elementary aggregates into
higher-level indices. These components of potebtad, and the means used to measure
them, are discussed in more detail below.

Componentsof bias

Upper -level substitution bias

11.38 Upper-level substitution bias is perhaps the madely accepted source of CPI bias,
and the kind with which economists are most famfliam textbook expositions of price
index theory and practice. Simply stated, it ariseen CPIs employ the Laspeyres formula
(see Chapter 17), which is well known to provideugper bound on a cost of living index
under certain assumptions about consumer behawsuroted in paragraph 11.34 above,
quantitative measures of upper-level substitutias ban be generated by comparing
Laspeyres price indices to Fisher ideal, Torngmisither superlative indices. Under certain
assumptions about, for example, constant prefesetivese will stand as relatively precise
bias estimates.



11.39 Genereux (1983) and Aizcorbe and Jackman (1993)gesuch index comparisons
and estimates of upper-level substitution biasgiartual CPI index series for Canada and
the United States, respectively. Other early stbieBraithwait (1980) and Manser and
McDonald (1988) estimate the substitution bias mtéd States national account indices. In
lieu of superlative indices, the Braithwait studbes estimated exact cost of living indices
based on demand system estimation. A similar etifoa the Netherlands is provided by
Balk (1990). In these studies and in the more reagealyses of U.S. CPI data by Shapiro and
Wilcox (1997a) and Cage et. al. (2003), the existasf an upward bias from the Laspeyres
formula is demonstrated consistently. The biasélserannual index changes in individual
years are relatively small, typically 0.3 perceetpgints or less, and depend empirically on
such factors as the distance from the Laspeyresgmsod, the level of index detail at which
the alternative formulae are applied, and whethestiperlative index is of the fixed base or
chained variety.

11.40 The major differences between Laspeyres and superiadices derive from the
variation in relative prices over the period betognpared, and from the shift in quantities
consumed towards those index categories that fadles in relative price. This leads to
several conclusions:

« If index movements are characterized by continuimgform drift in relative prices
over time, with accompanying drifts in consumptitire size of the annual Laspeyres
bias will tend to increase with the distance fréva base period. (Greenlees (1997)
notes, however, that there is little evidence it phenomenon in the United States;
see also Szulc (1983).)

* Under the same circumstances, reducing the expgaditeight chaining interval will
work to reduce the upper-level substitution biatheLaspeyres CPI. The more
frequent chaining will increase the weight givenndices that are falling in relative
price, thereby reducing the rate of CPI growth. ¥&osely, if there is “bouncing” in
relative index movements, frequent chaining cad teaan upward “chain drift” in a
Laspeyres index.

» Upper-level substitution bias will tend to be largering periods of higher inflation,
if these periods also have greater relative praz@tion. Little empirical evidence
exists on this point, however.

11.41 The concept of upper-level substitution bias hanterived and discussed in the
context of cost of living index theory, but an eguéent bias may be defined from the
perspective of the pure price index. If the Fisderl or other superlative index is judged
preferable on the basis of its symmetric treatnoébiase period and current period
expenditure patterns, then the difference betwkanindex and a Laspeyres could be
interpreted as a measure of representativity Bigsmilar argument could be applied with
respect to lower-level substitution bias withinmeéntary index cells.

11.42 Recently, Lebow and Rudd (2003) have defined atichated another category of

bias related to upper-level aggregation. They aated that the consumer expenditure survey
weights used in the United States CPI were subjeetror because of, for example,
underreporting of alcohol and tobacco expenditurass will lead to a weighting bias if the
errors in relative weight are correlated with comgat index changes. (Sources for, and
problems in, expenditure weight estimation areuised in detail in Chapter 4.)

Elementary aggregate bias



11.43 Elementary aggregate bias can be divided into oponents: formula bias and
lower-level substitution bias. An elementary ingexhe CPI is biased if its expectation
differs from its measurement objective. The ternmigla bias (or functional form bias) is
used here to denote a situation in which the eléamgimdex formula has an upward bias
relative to the pure price index. When the measargmbjective is a cost of living index, the
elementary index formula suffers from lower-levagbstitution bias (or within-stratum
substitution bias) if it does not reflect consurslpstitution among the items contained in
that index cell. Thus, given any elementary indmxniula, the two forms of bias can be
distinguished according to the objective of therelatary index.

11.44 Chapters 9 and 20 of this manual discuss the clegistacs of alternative elementary
index formulae. A key result is that the Carli faanfor the arithmetic average of ratios has
an upward bias relative to the trend in average jeces. Consequently, Eurostat has
prohibited use of this formula in computationstfoe Harmonized Indices of Consumer
Prices (HICPs). The weighted formulae used in basiices of the United States CPI had
some characteristics of the Carli formula prioptocedural and computational changes made
in 1995 and 1996. The problems and the methodsahosaddress them are discussed, for
example, by Reinsdorf (1998), Reinsdorf and Mou(tt®07) and Moulton (1996b).

11.45 The ratio of arithmetic averages (Dutot) and geoimetean (Jevons) formulae
eliminate formula bias as defined here, and bathparmitted by Eurostat. Their expectations
differ, however, when item prices do not change aniform rate. The differences provide
one way of evaluating the potential importanceo@fdr-level substitution bias. The
geometric mean formula is exact for a cost of ivindex if consumers follow the Cobb-
Douglas behavioural model, whereas the formuladasehe ratio of arithmetic averages
corresponds to zero-substitution behaviour. THubgigoal is to approximate a cost of living
index, the geometric mean formula is likely to bedged preferable.

11.46 In the future, scanner data may make it possibtedord item-level consumption data
at a daily, weekly or monthly frequency and to thsese data in superlative index
calculations. Currently, however, it is impossitdeemploy superlative formulae to compute
elementary CPI indices. Some assumption, suchea€dbb-Douglas, must be made in order
to approximate a cost of living index. Note that #ubstitution that the index ideally should
reflect involves consumer choice among all the g@émthe cell: different products, products
in different outlets, different package sizes & #ame product, or the same product offered
for sale at different times of the period to whibk index applies (see Dalton, Greenlees and
Stewart (1998)). Thus, the appropriate degree safrasd substitution behaviour should
depend, in principle, on the dimensions of varigithin the item category.

11.47 The method used by the statistical agency for sagiems within a category will
determine the effectiveness of formula choice ialidg with lower-level substitution bias.
For example, if only a single representative iterahiosen to represent the category, the
index formula will fail to reflect the consumer pesse to any relative price change in the
universe of items. More generally, the geometriam®rmula index suffers from an upward
bias in small samples, so lower-level substitub@s may be underestimated in empirical
comparisons of the geometric mean to other indaxdtae. White (1999) discusses the
relationship between sampling error and bias estisn&ee also McClelland and Reinsdorf
(1999) on the small sample bias in the geometriamme



11.48 The impact of formula choice can be estimated witine degree of precision over a
given historical period. Any corresponding biaswkger, can be estimated only by assuming
that the geometric mean or other functional foriecegsfully approximates the index’s
measurement objective.

11.49 As implied by the above discussion, the importasfoelementary aggregate bias will
vary by country, depending on the particular inttexulae used, the degree of
heterogeneity within index strata, and the sampineghods employed. Also, as with upper-
level substitution bias, elementary aggregate Widyvary with the overall level of inflation
in the economy if absolute and relative price clesraye correlated.

11.50 The performance of any formula for elementary aggte calculation will also be
affected by the methods used by the statisticati@g handle special situations, such as
seasonal goods and other products that are teniganaavailable. Armknecht and Maitland-
Smith (1999) discuss how the failure to impute miggrices can lead to bias in the modified
Laspeyres and other index formulae.

Quality change and new products bias

11.51 Discussion of potential CPI biases arising frondeguate quality adjustment has a
long history. For example, the Stigler Committegare on United States price statistics
(Price Statistics Review Committee, 1961) indicdteat “if a poll were taken of professional
economists and statisticians, in all probabilitgytlwwould designate (and by a wide majority)
the failure of the price indices to take full acobaf quality changes as the most important
defect of these indices”. In most studies of hissneasured or mismeasured quality change
is also the largest contributor to the total estedaias. Just as quality adjustment is widely
recognized as an extremely difficult process, haweit is correspondingly difficult to
measure any quality change bias.

11.52 Unlike substitution bias, which can be estimateattyparison of alternative
formulae, quality change bias must be analysed moduct-by-product basis. Products and
their associated index components will experienickely varying rates of quality change
over time. Moreover, the methods used for qualifjpstment will also vary. Whereas the
linking method may dominate in terms of frequentyse, important index components may
employ production cost, hedonic adjustment, orotiwer methods described in Chapters 7
and 21.

11.53 A crucial point to recognize is that the directmfroverall quality change does not
imply the direction of any quality change bias. Nexperts sometimes assume that the CPI
does little or no quality adjustment, and thahdrefore must overestimate price change in
view of the many demonstrable improvements ovee iimthe quality of goods and services.
Rather, for any component index, the issue is wdrdtke direct or indirect method chosen
for quality adjustment overestimates or underesgmthe relative quality of replacement
items in the CPI sample. The resulting bias caeither positive or negative.

11.54 Empirical evidence on quality change bias has Ibased largely on extrapolation
from individual studies of particular products. Skendividual studies may involve, for
example, comparisons of hedonic regression indwédse corresponding CPI series or
estimates of the value of some product improvertettis ignored in CPI calculations.
Although the majority of such studies have suggesafvard rather than downward bias, the



reliance on fragmentary evidence has led to csitichy observers who point to evidence of
quality declines that have not been subjected $tesyatic analysis.

11.55 Especially for services, overall quality trends edso be a matter of subjective
valuation. New technology has led to unambiguoyzavements in the quality of many
consumer durables and other goods. By contrasgriice sectors such as mail delivery,
public transport and medical care, it can be diffito evaluate changes in quality. Airline
travel, for example, has become safer and fastgodrhaps less comfortable and reliable in
recent decades, and the lack of cross-section@tiar in these characteristics makes the use
of hedonic quality adjustment problematic.

11.56 New product bias, like elementary aggregate bias,be divided conceptually into

two components. The first concerns the failurertogonew products into the CPI sample

with sufficient speed. This can lead to upward Ifilsose new products later experience
large price reductions that are not reflected eitfiex. The second component is the welfare
gain that consumers experience when a new progpetaas. This may not be viewed as a
bias, however, when the cost of living index is actepted as the CPI's measurement
objective.

11.57 As discussed in Chapter 8, “new goods” can be:ymtsdthat replace predecessor
items, for example CDs replacing vinyl records tagks; product varieties that widen the
range of consumer choice, such as imported bedrstanic restaurants; or products that
represent wholly new categories of consumptionh icmicrowave ovens or mobile
telephones.

11.58 Like quality change bias, new product bias has sioms been estimated primarily

by generalization from individual product evidenddrequent approach has been to measure
the price change for a product or category duripgréod prior to its entry into the CPI

sample. Studies by Hausman (1997, 1999) of brea&éasals and cellular telephones
provided quantitative measures of the consumetsigain from the new products, but this
complex econometric approach has not been appi@elyv Some of the Boskin

Commission’s estimates of new product bias, nottige for food, were necessarily based
on conjecture.

11.59 Also, like quality change bias, new product biasldde negative if the range of
products decreases, if valuable consumer goodppksa from the market, or if the index
fails to capture phases of rapid price increasédons. Most observers, however, seem to
agree on the direction of bias as upward, andthigatincertainty concerns the magnitude.

New outlet bias

11.60 Conceptually, new outlet bias is identical to neaduct bias. It arises because of the
failure to reflect either price changes in new etstihot yet sampled, or the welfare gain to
consumers when the new outlets appear. The exmarfat its existence as a separate bias
category is twofold. The first reason is historicaw outlet bias was identified by Reinsdorf
(1993) as a potentially major explanation for anlmms movements in the United States CPI.
Second, the methods used to sample and compaetsadiffer from those used with
products, and the problems in controlling new duilas are somewhat different.

11.61 A failure to maintain a current outlet sample aainaduce bias because the new



outlets are distinctive in their pricing or servipalicy. Reinsdorf (1993), and more recently
Hausman and Leibtag (2004, 2005), focus on the tirofvdiscount stores. It should be
noted, however, that the problem could also be igggcal in nature; it is important to
employ outlet sampling frames that reflect new a#i s traditional shopping locations.

11.62 One way that new products enter the CPI samplaagigh forced replacement, when
exiting or less successful products disappear gbeitves. Outlet disappearance is less
frequent, and agency procedures may not providauftomatic replacement. Moreover,
when a new outlet enters the sample there areandatd procedures for comparing data at
the new and old outlets. Thus, the index will matarporate any effects of, for example,
lower price or inferior service quality at the neutlet.

11.63 Reinsdorf (1993) estimated the degree of new obi#et by comparing average prices
at outlets entering and disappearing from UnitedeStCPI samples. There has been little or
no empirical work, however, on the measuremenbasamer valuation of outlet quality. As
a consequence, there is little evidence on whigvéduate the accuracy of new outlet bias
estimates.

Summary of bias estimates

11.64 The 1996 Boskin Commission report gave a rangetirhates for the total upward
United States CPI bias of 0.8 to 1.6 percentagetponith the point estimate being 1.1
percentage point. This total reflects the stramtwfird summation of the component bias
estimates. As reported by the United States inddr8tates General Accounting Office
(2000), however, changes in CPl methods subset¢ué®O6 led the Boskin Commission
members to reduce their estimates of total biaskibg evidence to the contrary, additivity
of biases has been assumed in most such studegsir&and Wilcox (1997b) provide
probability distributions and correlations of theemponent bias estimates, yielding an
overall confidence interval for the total bias. Mdstailed studies of bias also conclude that
the CPI bias is in an upward direction, althougdréthave been numerous criticisms of that
conclusion.

11.65 It is apparent that statistical agencies cannotpeaenor publish CPI bias estimates on
a regular basis. Many of the same obstacles teatpt the elimination of bias also stand in
the way of estimating bias. These include the Eadomplete data on product-level
consumer preferences and spending behaviour, andabhility to observe and value all
differences in quality among items in the marketplaNithout such information it is
impossible to calculate a true cost of living indemd similarly impossible to measure the
divergence between its rate of growth and the droate of the CPI.

11.66 Statistical agencies have been reluctant to pravide own estimates of CPI bias. In
some cases, they have accepted the existencestitstibn bias, recognizing that the use of
a Laspeyres formula implies that the CPI usually evierstate price change relative to a cost
of living index. Statistical agencies have, howeberen reluctant to draw even qualitative
conclusions from the fragmentary and speculativéezce on quality change, new products
and new outlet bias.

Conclusion
11.67 In order to ensure public confidence in a CPI, taitkdl and up-to-date description of
the methods and data sources should be publishedddcument should include, among



other things, the objectives and scope of the indetails of the weights, and last but not
least, a discussion of the accuracy of the indegegcription of the sources and magnitude of
the sampling and non-sampling errors (coveragesresponse rates, etc.) in a CPI provides
users with valuable information on the limitatiaghat might apply to their uses of the index.
One example of a handbook of CPI methods is thialighed by the United States Bureau of
Labor Statistics (1997), which devotes a sectiotnéovarieties and sources of possible error
in the index.



