20 ELEMENTARY INDICES

I ntr oduction

20.1 In all countries, the calculation of a consumec@iindex (CPI) proceeds in two (or
more) stages. In the first stage of calculatioaem&ntary price indices are estimated for the
elementary expenditure aggregates of a CPI. Isebend and higher stages of aggregation,
these elementary price indices are combined tarohtgher-level indices using information
on the expenditures on each of the elementary ggtgs as weights. An elementary
aggregate consists of the expenditures on a smltedatively homogeneous set of products
defined within the consumption classification ugethe CPI. Samples of prices are collected
within each elementary aggregate, so that elemeatggregates serve as strata for sampling

purposes.

20.2 Data on the expenditures, or quantities, of thieht goods and services are
typically not available within an elementary aggtsy As there are no quantity or
expenditure weights, most of the index number theatlined in Chapters 15 to 19 is not
directly applicable. As was noted in Chapter lekmentary price index is a more primitive

concept that relies on price data only.

20.3 The question of what is the most appropriate foamaluse to estimate an elementary
price index is considered in this chapter. Theityaf a CPIl depends heavily on the quality
of the elementary indices, which are the basiodmgl blocks from which CPIs are

constructed.

20.4 As is explained in Chapter 6, compilers have tedalepresentativieroducts within

an elementary aggregate and then collect a sarhpléces for each of the representative
products, usually from a sample of different ostl@the individual products for which prices
are actually collected are described ass#mapled products. Their prices are collected over a
succession of time periods. An elementary pricexnd therefore typically calculated from
two sets of matched price observations. In moghisfchaptek; it is assumed that there are

no missing observations and no changes in thetgulthe products sampled so that the two

! The problem of sample attrition and the lack ofahang over time is discussed briefly in
the context of classification issues in paragrdth&3 to 20.37.



sets of prices are perfectly matched. The treatimienéw and disappearing products, and of
guality change, is a separate and complex issuiéstdascussed in detail in Chapters 7, 8 and
21 of this manual.

20.5 Even though quantity or expenditure weights aralgmot available to weight the
individual elementary price quotes, it is usefuttmsider amdeal framework where
expenditure information is available. This is daméhe next section. The problems involved
in aggregating narrowly defined price quotes oiraetare also discussed in that section.
Thus the discussion provides a theoretical tamy€tpractical” elementary price indices that

are constructed using only information on prices.

20.6 Paragraphs 20.23 to 20.37 provide some discusbhiout ghe difficulties involved in
picking a suitable level of disaggregation for édementary aggregates. Should the
elementary aggregates have a regional dimensiaddition to a product dimension? Should
prices be collected from retail outlets or from seliolds? These are the types of question
discussed in this section.

20.7 Paragraphs 20.38 to 20.45 introduce the main elemeimdex formulae that are used
in practice, and paragraphs 20.46 to 20.57 deadape numerical relationships between the

various indices.

20.8 Chapters 15 to 17 develop the various approachiesléx number theory when
information on both prices and quantities is avddalt is also possible to develop axiomatic,
economic or sampling (stochastic) approaches toetary indices, and these three
approaches are discussed below in paragraphs 2026870, 20.71 to 20.86, and 20.87,

respectively.

20.9 Paragraphs 20.88 to 20.99 look at some of the tspamner data literature that

computes elementary aggregates using both pricewanatity information.

20.10 Paragraphs 20.100 to 20.111 develop a simpletstatiapproach to elementary
indices that resembles a highly simplified hedeegression model. The concluding section

presents an overview of the various results



Ideal elementary indices

20.11 The aggregates covered by a CPI or a producer ipdex (PPI) are usually arranged

in the form of a tree-like hierarchy, such as thas€ification of Individual Consumption

according to Purpose (COICGRY the Nomenclature générale des Activités écogoes

dans les Communautés Européennes [General Ind@tssification of Economic

Activities within the European Communities] (NACB)ny aggregate is a set of economic

transactions pertaining to a set of commodities avepecified time period. Every economic

transaction relates to the change of ownershipspegific, well-defined commodity (good or

service) at a particular place and date, and cavithsa quantity and a price. The price index

for an aggregate is calculated as a weighted ageartthe price indices for the sub-

aggregates, the (expenditure or sales) weightsygedof average being determined by the

index formula. One can descend in such a hieraasHgr as available information allows the

weights to be decomposed. The lowest-level aggesgat calledlementary aggregates.

They are basically of two types:

« those for which all detailed price and quantityormhation is available;

« those for which the statistician, considering tperational cost or the response burden of
getting detailed price and quantity information atball the transactions, decides to make

use of a representative sample of commoditiesspomdents.

20.12 The practical relevance of studying this topicaigk. Since the elementary
aggregates form the building blocks of a CPI oP& Ehe choice of an inappropriate formula

at this level can have a tremendous impact onvkeatl index.

20.13 In this section, it will be assumed that detailedgand quantity information for all
transactions pertaining to the elementary aggrdgatie two time periods under

consideration is available. This assumption allows$o define an ideal elementary aggregate.

2 This chapter draws heavily on the recent contidimstof Dalén (1992), Balk (1994; 1998b;
2002) and Diewert (1995a; 2002c).

3 Triplett (2003, p. 160) is quite critical of theDBCOP classification scheme and argues that
economic theory and empirical analysis should leel i derive a more appropriate CPI
classification scheme. It is nevertheless verydliff to coordinate a classification scheme
that can be used by all countries.



Subsequent sections will relax this strong asswnmbout the availability of detailed price
and quantity data on transactions, but it is neoggde have a theoretically ideal target for the

“practical” elementary index.

20.14 The detailed price and quantity data, although gg@snot available to the statistician,
are in principle available in the outside worldislfrequently the case that at the respondent
level (i.e., at the outlet or firm level) some agggtion of the individual transactions
information has been executed, usually in a forat slits the respondent’s financial or
management information system. This level of infation that is determined by the
respondent could be called thasic information level. It is, however, not necessarily the
finest level of information that could be made &afale to the price statistician. One could
always ask the respondent to provide more disagtgdgnformation. For instance, instead
of monthly data one could ask for weekly dataydrenever appropriate, one could ask for
regional instead of global data; or one could asldata according to a finer commodity
classification. The only natural barrier to furtliésaggregation is the individual transaction

level?

20.15 Itis now necessary to discuss a problem thatsviden detailed data on individual
transactions are available, either at the levéhefindividual household or at the level of an
individual outlet. Recall that Chapter 15 introdsitiee price and quantity indices,
P(p°,pa%qb) andQ(p%p,a’,.g"). These (bilateral) price and quantity indicesahepose the
value ratioV*/\? into a price change paP(p°,p',o°,g") and a quantity change part
Q(pR%pL,a%gY). In this framework, it is taken for granted thiag period price and quantity for
commodityi, p' andg' respectively, are well defined. These definitians not, however,
straightforward since individual consumers may pase thesame item during period at
different prices. Similarly, if one considers the sales of a pattc shop or outlet that sells to
consumers, the same item may sell at very diffgsanes during the course of the period.
Hence before a traditional bilateral price indextaf formP(p°p',q°,q') considered in
previous chapters of this manual can be appliedratrivial time aggregation problem must
be resolved in order to obtain the basic prigesnd quantities|' that are the components of

the price vectorg®andp! and the quantity vectogs andqg’.

4 See Balk (1994).



20.16 Walshk and Davies (1924; 1932) suggested a solutionisdithe aggregation
problem: in their view, the appropriate quantitytas very first stage of aggregation is the
total quantity purchased of the narrowly defined item and the correspondtrige is the
value of purchases of this item divided by theltataount purchased, which isharrowly
defined unit value.
In more recent times, other researchers have adltige/Valsh and Davies solution to the
time aggregation problefiNote that this solution has the following advaetag
* The quantity aggregate is intuitively plausibleinigethe total quantity of the narrowly
defined item purchased by the household (or solthéyutlet) during the time period
under consideration.
e The product of the price times quantity equalstthal value purchased by the

household (or sold by the outlet) during the tireeiged under consideration.

20.17 The above solution to the time aggregation probieiibe adopted as the concept for
the price and quantity at this very first stagagfregation. This leaves open the question of
how long the time period should be over which thi value is calculated. This question will

be considered in the following section.

20.18 Having decided on an appropriate theoretical débimiof price and quantity for an
item at the very lowest level of aggregation (ieenarrowly defined unit value and the total
quantity sold of that item at the individual outlet the total quantity purchased by a single
household or a group of households), it is necgdsaronsider how to aggregate these

narrowly defined elementary prices and quantitis an overall elementary aggregate.

®> Walsh explained his reasoning as follows:

Of all the prices reported of the same kind ofctetithe average to be drawn is the arithmetic;thagrices
should be weighted according to the relative masstities that were sold at them (Walsh (1901 6)).9

Some nice questions arise as to whether only whadrisumed in the country, or only what is produnét or
both together are to be counted; and also therdiffi@ilties as to the single price quotation tisato be given at
each period to each commodity, since this, tootiesn average. Throughout the country duringéred a
commodity is not sold at one price, nor even atwhelesale price in its principal market. Variousqtities of it
are sold at different prices, and the full valuelitained by adding all the sums spent (at the stage in its
advance towards the consumer), and the averageipriound by dividing the total sum (or the fulllwe) by the
total quantities (Walsh (1921a, p. 88)).

¢ See for example Szulc (1987, p. 13), Dalén (199235), Reinsdorf (1994), Diewert
(1995a, pp. 20-21), Reinsdorf and Moulton (1998kB2002) and Richardson (2003).



Suppose that there avklowest-level items or specific commodities in tbissen
elementary category. Denote the petiggiantity of itenm by g.' and the corresponding
time-aggregated unit value Ipy fort = 0,1 and for items = 1,2,...M. Define the period
quantity and price vectors g5= [q4,0,...,gv] andp' = [p.,p2,...pvT for t = 0,1. It is now
necessary to choose a theoretically ideal indexteurformulaP(p°,p*,q°,q") that will
aggregate the individual item prices into an ovexgfjregate price relative for tikitems in
the chosen elementary aggregate. This problemawisthg a functional form for
P(p°,pa%q?) is identical to the overall index number problvat is addressed in Chapters
15-17. In these previous chapters, four differgpreaches to index number theory are
studied, and specific index number formulae are ssebeing “best” from each perspective.
From the viewpoint ofixed basket approaches, the Fisher (1922) and Walsh (1901) price
indices,P- andPw, appear to be “best”. From the viewpoint of tés approach, the Fisher
index appears to be “best”. From the viewpointhefdochastic approach to index number
theory, the Torngvist-Theil (1967) index numbemfoita Pr emerges as being “best”.
Finally, from the viewpoint of theconomic approach to index number theory, the Walsh
price indexPy, the Fisher ideal indeRR= and the Tornqgvist-Theil index number forméta
are all regarded as being equally desirable.dtss shown that these three index number
formulae numerically approximate each other veogely, and so it does not matter very
much which of these alternative indices is chdsdance, theheoretically ideal elementary
index number formula is taken to be one of the three formuRaé®,p,a%, "), Pw(p®,p4aC,qb)
or P:(p°p",a%,q') where the periotiquantity of itenrm, gy, is the total quantity of that
narrowly defined item purchased by the househotthdwperiodt (or sold by the outlet
during period) and the corresponding price for itemis p., the time-aggregated unit value,
fort=0,1 and for itemmn=1,2,..M.2

20.19 Various “practical” elementary price indices ardmed in paragraphs 20.38 to 20.45.

"Theorem 5 in Diewert (1978, p. 888) shows thatPr andPw approximate each other to
the second order around an equal price and quandity; see Diewert (1978, p. 894), Hill
(2000) and Chapter 19 for some empirical results.

8 Of course, all these ideal elementary index nurfdrenulae require current period quantity (or exgieure)
weights and thus are not usually “practical” foraruthat can be used to produce the usual type wthato-
month CPI. Nevertheless, as statistical agenctesdnce superlative indices on a retrospectivesh@sinay be
possible to obtain more current information on k&g at least at higher levels of aggregation;Gesnlees
(2003). Gudnason (2003, p. 16) also gives some piesmvhere the Icelandic CPI obtains enough inftiona
to be able to calculate some elementary indicegyusisuperlative formula. In any case, a targeirid
required at the elementary level just as one igired at higher levels of aggregation.



These indices do not have quantity weights and dinei$unctions only of the price vectg@s
andp’, which contain time-aggregated unit values forNhigems in the elementary
aggregate for periods 0 and 1. Thus when a praefieaentary index number formula, say
Pe(p°,pY), is compared to an ideal elementary price inday,the Fisher price index
P=(p°p*,0°.qY), then obviouslyPe will differ from P- because the prices are not weighted
according to their economic importance in the pcattelementary formul&Call this

difference between the two index number formddaeula approximation error.

20.20 Practical elementary indices are subject to otyy@ed of error as well:

* The statistical agency may not be able to colleicirmation on alM prices in the
elementary aggregate; i.e., only a sample oMhw@ices may be collected. Call the
resulting divergence between the incomplete eleangrggregate and the
theoretically ideal elementary index tsempling error.

» Even if a price for a narrowly defined item is ealled by the statistical agency, it
may not be equal to the theoretically appropriatetaggregated unit value price.
This use of an inappropriate price at the very kivevel of aggregation gives rise to
time aggregation error.*°

e The statistical agency may classify certain distproducts as being essentially
equivalent and this may resultitem aggregation error. For example, when the same
product is sold in different package sizes, ong/pler unit price may be collected
over the different package sizes. As another exangphall quality differences
between products may be ignored.

« The unit value for a particular item may be consied by aggregating over all
households in a region or a certain demographgsada by aggregating over all

outlets or shops that sell the item in a partictdgion. This may give rise to an

® Hausman (2002, p. 14) also noted the importancelégcting quantity data along with
price data at the elementary level so that morarate quality change adjustments can be
made by statistical agencies.

19 Many statistical agencies send price collectorgarious outlets on certain days of the
month to collect list prices of individual itemssually, price collectors do not work on
weekends, when many sales take place. Thus thectadl prices may not be fully
representative of all transactions that occur. €leedlected prices can be regarded as
approximations to the time-aggregated unit valoeshose items, but they are only
approximations.



aggregation over agents or entitieserror.

20.21 The problems of aggregation and classificationdsseussed in more detail in
paragraphs 20.23 to 20.37.

20.22 The five main elementary index number formulaed@fned in paragraphs 20.30 to
20.45, and in paragraphs 20.46 to 20.57 variousenical relationships between these five
indices are developed. Paragraphs 20.58 to 2@®&8ap the axiomatic and economic
approaches to elementary indices, and the five elamentary formulae used in practice

will be evaluated in the light of these approaches.

Aggregation and classification problemsfor elementary aggr egates
20.23 Hawkes and Piotrowski (2003) note that the debnitdbf an elementary aggregate
involves aggregation ovéour possible dimension's:

* atimedimension; i.e., the item unit value could be chtad for all item
transactions for a year, a month, a week, or a day;

* agpatial dimension; i.e., the item unit value could be ckdtad for all item
transactions in the country, province or statey, cieighbourhood, or individual
location;

e aproduct dimension; i.e., the item unit value could be gkdted for all item
transactions in a broad general category (e.gd)fan a more specific category
(e.g., margarine), for a particular brand (ignonragkage size) or for a particular
narrowly defined item (e.g., a particular AC Nieglseiversal product code);

e asectoral (orentity or economic agent) dimension; i.e., the item unit value could be

calculated for a particular class of households particular class of outlets.

20.24 Each of the above dimensions for choosing the dowiadefinition for an elementary

aggregate will be discussed in turn.

1 Hawkes and Piotrowski (2003, p. 31) combine thatiapand sectoral dimensions into the
spatial dimension. They also acknowledge the piongevork of Theil (1954), who
identified three dimensions of aggregation: aggiiegaover individuals, aggregation over
commodities, and aggregation over time.



20.25 As the time period is compressed, several probkEmerge:

* Purchases (by households) and sales (by outlete)rimeerratic and sporadic. Thus
the frequency of unmatched purchases or salesdrenperiod to the next increases
and in the limit (choose the time period to be omeute), nothing will be matched
and bilateral index number theory faits.

e As the time period becomes shorter, chained indgbgit more “drift”; i.e., if the
value at the end of a chain of periods revertb¢ovalue in the initial period, the
chained index does not revert to unity. As is dssedl in paragraphs 15.76 to 15.97
of Chapter 15, it is only appropriate to use chaimelices when the underlying
price and quantity data exhibit relatively smoatnts. When the time period is
short, seasonal fluctuatiodsind periodic sales and advertising campafgram
cause prices and quantities to oscillate (or “belyno use Szulc’s (1983, p. 548)
term), and hence it is not appropriate to use @uhindices under these
circumstances. If fixed base indices are usedignstort time period situation, then
the results will usually depend very strongly oae tihoice of the base period. In the
seasonal context, not all commodities may evem ltead marketplace during the
chosen base peridélAll these problems can be mitigated by choositapger time
period so that trends in the data will tend to duate the short-term fluctuations.

* As the time period contracts, virtually all googsbmedurable in the sense that
they yield services not only for the period of fhase but for subsequent periods.
Thus the period of purchase or acquisition becaiféerent from the periods of

use, leading to many complicatiofis.

12 This point is noted in paragraphs 15.65 to 15fQh@apter 15 in relation to the Divisia
index. David Richardson (2003, p. 51) also madepthiet: “Defining items with a finer
granularity, as is the case if quotes in differgatks are treated as separate items, results in
more missing data and more imputations.”

13 See Chapter 22 for a monthly seasonal exampleendieined month-to-month indices are
useless.

14 See Feenstra and Shapiro (2003) for an examp@enaiekly superlative index that exhibits
massive chain drift. Richardson (2003, pp. 50-54¢ukses the issues involved in choosing
weekly unit values versus monthly unit values.

15 See Chapter 22 for suggested solutions to thes®sality problems.

16 See Chapter 23 for more material on the possiBlet@atment of durable goods.



* As the time period contracts, users will not bdipalarly interested in the short-
term fluctuations of the resulting index and therk be demands for smoothing the
necessarily erratic results. Put another way, usg#rsvant the many, say, weekly or
daily movements in the index to be summarized astiipor quarterly movements
in prices. Hence from the viewpoint of meeting tieeds of users, there will be

relatively little demand for high-frequency indices

In view of the above considerations, it is recomdezhthat the index number time period be

at least four weeks or a morith.

20.26 It is also necessary to choose the spatial dimarithe elementary aggregate.
Should item prices in each city or region be com®d as separate aggregates or should a
national item aggregate be constructed? Obviotfstyis desired to have regional CPls
which aggregate up to a national CPI, then it alnecessary to collect item prices by
region. It is not clear, however, how fine the ‘icegs” should be. They could be as fine as a
grouping of households in a postal code area ordrgidual outlets across the countfy.
There does not seem to be a clear consensus orthehgptimal degree of spatial

disaggregation should B&Each statistical agency will have to make its gudgements on

171f there is very high inflation in the economy @ren hyperinflation), then it may be necessamtwe to
weekly or even daily indices. Also, it should bdeatbthat some index number theorists feel that thewaries of
consumer behaviour should be developed that caeddueekly or daily data: “Some studies have endousé
values to reduce high frequency price variation,this implicitly assumes that the high frequeneayiation
represents simply noise in the data and is not mghut in the context of a COLI. That is debatali¢e need
to develop a theory that confronts the data, notdate the data to fit the theory” (Triplett (2093,153)). Until
such new theories are adequately developed, howayeagmatic approach is to define the item ualiies
over months or quarters rather than days or weeks.

18 |celand no longer uses regional weights but usdisidual outlets as the primary
geographical unit; see Gudnason (2003, p. 18).

¥ William J. Hawkes and Frank W. Piotrowski notettiiés quite acceptable to use national elementary
aggregates when making international comparisotvedas countries:

When we try to compare egg prices across geogrdpmwever, we find that lacing across
outlets won’t work, because the eyelets on onealdiee shoe (or outlets on one side
of the river) don’t match up with those on the otbiele. Thus, in making interspatial
comparisons, we have no choice but to aggregatetsail the way up to the regional
(or, in the case of purchasing power parities,anatl) level. We have no hesitation
about doing this for interspatial comparisons, lu# are reluctant to do so for
intertemporal ones. Why is this? (Hawkes and Pwatio (2003, pp. 31-32)).

An answer to their question is that it is prefeeabd match like with like as closely as
possible. This leads statisticians to prefer tmedi possible level of aggregation,
which, in the case of intertemporal comparisongjldide the individual household or
the individual outlet. In making cross-region comgans, however, matching is not



the matter of the optimal degree of spatial disaggtion, taking into account the costs of

data collection and the demands of users for aatgtnension for the CPI.

20.27 How detailed should the product dimension be? Tdssipilities range from

regarding all commodities in a general categorgeasg equivalent to regarding only
commodities in a particular package size made fpgracular manufacturer or service
provider as being equivalent. All things being dquiaplett (2002) stresses the advantages
of matching products at the most detailed levekjibs, since this will prevent quality
differences from clouding the period-to-period prammparisons. This is sensible advice, but
then what are the drawbacks to working with thesirpossible commaodity classification?
The major drawback is that the finer the classdiiteg the more difficult it will be to match
the item purchased or sold in the base periodegadéime item in the current period. Hence,
the finer the product classification, the smalldt be the number of matched price
comparisons that are possible. This would not pehlem if the unmatched prices followed
the same trend as the matched ones in a partiglelaentary aggregate; but in at least some
circumstances, this will not be the cd%€&he finer the classification system, the more work
(in principle) there will be for the statisticaletry to adjust for quality or impute the prices
that do not match. Choosing a relatively coarsssifigation system leads to a very cost-
efficient system of quality adjustment (i.e., esgdly no explicit quality adjustment or
imputation is done for the prices that do not eyauiatch), but it may not be very accurate.
Thus all things considered, it seems preferabtdhtmse the finest possible classification

system.
20.28 The final issue in choosing a classification schésribe issue of choosing a sectoral
dimension; i.e., should the unit value for a paittic item be calculated for a particular outlet

or a particular household, or for a class of oat@thouseholds?

20.29 Before the above question can be answered, ittsssary to ask whether the

possible unless regional item aggregates are forastfiawkes and Piotrowski point
out above.
20 Silver and Heravi (2001a; 2001b; 2002; 2003, &) 2thd Koskimaki and Vartia (2001)
stressed this point and presented empirical evelemback up their point. Feenstra (1994)
and Balk (2000b) developed some economic theorgdasethods to deal with the
introduction of new items.



individual outlet or the individual household igtappropriate finest level of entity
classification. If the economic approach to the GRé&ken, then the individual household is
the appropriate finest level of entity classificati* Obviously, a single household will not
work very well as the basic unit of entity obseiwatbecause of the sporadic nature of many
purchases by an individual household; i.e., thalldo& tremendous difficulties in matching
prices across periods for individual households.g=grouping of households that is
sufficiently large, however, it does become feasihltheory to use the household as the
entity classification, rather than the outlet asgsally done. It is not usual to use households
because of the costs and difficulties involvedatiecting individual household data on
prices and expenditurésPrice information is usually collected from retstablishments or
outlets that sell mainly to households. Matchinglagbems are mitigated (but not eliminated)
using this strategy because the retail outlet gaiyesells the same items on a continuing

basis.

20.30 If expenditures by all households in a region @ygregated together, will they equal
sales by the retail outlets in the region? Undeage conditions, the answer to this question
is “yes”. The conditions are that the outlets dosell any items to purchasers who are not
local households (no regional exports or salesdallbusinesses or governments) and that
the regional households do not make any purchdsameumption items other than from the
local outlets (no household imports or transfersasiimodities to local households by
governments). Obviously, these restrictive condgiwill not be met in practice, but they

may hold as a first approximation.

20.31 The effects ofegional aggregation andproduct aggregation can be examined,

21 This point has been made emphatically by two asthothe recent book on scanner data
and price indices:

In any case, unit values across stores are n@ribes actually faced by households and do noesspt the per
period price in the COLI, even if the unit values grouped by type of retail outlet (Triplett (20@®, 153-154)).

Furthermore, note that the relationship being eattihis not a proper consumer demand functiondibéer an
‘establishment sales function’. Only after makingtfier assumptions — for example, fixing the disttion of
consumers across establishments — is it permigsitilanp to demand functions (Ley (2003, p. 380)).

22 However, it is not impossible to collect accurateisehold data in certain circumstances;
see Gudnason (2003), who pioneered a receipts dwtygy for collecting household price
and expenditure data in Iceland.



thanks to a recent study by Koskiméaki and Yla-Jarf@003). This study used scanner data
for the last week in September 1998 and Septendi¥ @n butter, margarine and other
vegetable fats, vegetable oils, soft drinks, fluites and detergents that were provided by
the AC Nielsen company for Finland. At the finestd| of item classification (the AC
Nielsen Universal Product Code), the number ofviddial items in the sample was 1,028.
The total number of outlets in the sample was B&8kimaki and Yla-Jarkko then
considered four levels of spatial disaggregation:

— the entire country (1 level);

— provinces (4 levels);

— AC Nielsen regions (15 levels);

— individual outlets (338 levels).
They also considered four levels of product diseggtion:

- the COICOP 5-digit classification (6 levels);

— the COICOP 7-digit classification (26 levels);

— the AC Nielsen brand classification (266 levels);

— the AC Nielsen individual Universal Product Coded@B distinct products).

20.32 In order to illustrate the ability to match prodaictver the two-year period as a
function of the degree of fineness of the clasaifan, Koskiméki and Yla-Jarkko (2003, p.

10) presented a table showing that the proportidransactions that could be matched across
the two years fell steadily as the fineness ofclhssification scheme increased. At the
highest level of aggregation (the national and GOR®%-digit), all transactions could be
matched over the two-year period, but at the fiteastl of aggregation (338 outlets times
1,028 individual products or 347,464 classificatomtis in all), only 61.7 per cent of the

value of transactions in 2000 could be matched batikeir 1998 counterparts. Koskimaki
and Yla-Jarkko’s Table 7 is reproduced as Tablé.20.

Table 20.1 Proportion of transactions in 2000 toatild be matched to 1998
COICOP COICOP AC Nielsen AC Nielsen
5-digit 7-digit brand Universal

Product Code
Country 1.000 1.000 0.982 0.801




Province 1.000 1.000 0.975 0.774

AC Nielsen 1.000 1.000 0.969 0.755
region
I ndividual 0.904 0.904 0.846 0.617
outlet

20.33 For each of the above 16 levels of product andregdidisaggregation, for the
products that were available in September 1998Smmember 2000, Koskimaki and Yla-
Jarkko (2003, p. 9) calculated Laspeyres and Fishee indices. Their results are
reproduced below as Tables 20.2 and 20.3.

Table 20.2 Laspeyres price indices by type of diaason, September 1998-2000

COICOP COICOP AC Nielsen  AC Nielsen
5-digit 7-digit brand Universal
Product Code
Country 1.079 1.031 1.046 1.023
Province 1.078 1.031 1.048 1.023
AC Niesen 1.078 1.031 1.048 1.025
region
Individual 1.086 1.040 1.060 1.028
outlet

Table 20.3 Fisher price indices by type of clasatibn, September 1998-2000
ColICOoP ColICOoP AC Niedlsen AC Niglsen

5-digit 7-digit brand Universal
Product Code
Country 1.080 1.032 1.048 1.015
Province 1.079 1.031 1.048 1.014
AC Nielsen  1.079 1.030 1.047 1.014
region
Individual 1.089 1.034 1.049 1.011

outlet




20.34 Some of the trends in Tables 20.2 and 20.3 caxflaiaed. As the product
classification is made more fine, the indices tenfall.> This indicates that the new
products entering the sample tend to be more exetigan the continuing products. The
differences in the COICOP 5-digit results and ti& Mielsen Universal Product Code results
are very big indeed and indicate that it is propdigst to work at the finest level of product
disaggregation, even if there is the possibilitypiafls because of neglecting new products.
This possible bias would have to be very substatatiaverturn a recommendation to work at

the finest level of product disaggregation.

20.35 As the regional classification is made finer, thisra tendency for the Laspeyres
indices to become larger. This can be explainedurghasers switching to the lowest-cost
outlets so that the item unit values will be snrathe higher the degree of aggregation. Put
another way, the Laspeyres indices calculatedeaptitiet level are subject to a certain

amount of outlet substitution bias (if one is wiglito regard this phenomenon as a bias).

20.36 What is striking in the Tables 20.1 to 20.3 aredtierences between the Laspeyres
and Fisher indices at the finer levels of aggregati-or the very finest level of aggregation,
the Fisher at 1.011 is 1.7 percentage points b#tevecorresponding Laspeyres at 1.028. Thus
at the finest level of aggregation, the LaspeyoesHis Finnish data set hasepresentativity

or elementary substitution bias of about 0.85 percentage points per year.

20.37 Note that the above index number comparisons aedf chain drift problems since
they make direct comparisons across the two y&aesy should also be free of seasonal
problems, since the last week in September 1968ngared with the last week of
September 2000.

Elementary indices used in practice
20.38 Suppose that there avklowest-level items or specific commodities in @sén
elementary category. Denote the petigdice of itemm by py' fort = 0,1 and for itemm =

1,2,...M. Define the period price vector ag' = [p.,pa,...pm] for t = 0,1.

2 The results at the AC Nielsen brand level areuntar-example to this general assertion.



20.39 The first widely used elementary index number fdams attributable to the French
economist Dutot (1738):

iiﬁ iﬁ
0 1 _mle m—m=l "
PD(p’p)= M 1 Y]
= pp P
m=1M ;

(20.1)

Thus the Dutot elementary price index is equah&drithmetic average of tiv period 1

prices divided by the arithmetic average of éh@eriod O prices.

20.40 The second widely used elementary index numberutaris attributable to the Italian
economist Carli (1764):

o -1 p;,
P(p ,p)—E—M—O-
m=1 pm (202)

Thus the Carli elementary price index is equahtdrithmetic average of tihv item price

ratios or price relativepm/pr’.

20.41 The third widely used elementary index number fdems attributable to the English

economist Jevons (1863):
M 1
P(p%, P = [/ B
m=L \ P (20.3)

Thus the Jevons elementary price index is equiled@eometric average of tMeitem price

ratios or price relativepm/pr’.

20.42 The fourth elementary index number formBlais the harmonic average of the
item price relatives. It was first suggested ingoag as an index number formula by Jevons
(1865, p. 121) and Coggeshall (1887):

Py (p°, ph) = {Zﬁ(%} ]

m

(20.4)



20.43 Finally, the fifth elementary index number formidahe geometric average of the
Carli and harmonic formulae; i.e., it is the geameanean of the arithmetic and harmonic

means of thé price relatives:

Proun (P, P) =R (P%, PP, (p°, PY) (20.5)

This index number formula was first suggested ehé&i (1922, p. 472) as his formula 101.
Fisher also observed that, empirically for his daBPcswo Was very close to the Jevons
index, P;, and these two indices were his “best” unweiglmeléx number formulae. In more
recent times, Carruthers, Sellwood and Ward (1p8@5) and Dalén (1992, p. 140) also

proposePcswo as an elementary index number formula.

20.44 Having defined the most commonly used elementaimpddae, the question now
arises: which formula is “best”? Obviously, thisegtion cannot be answered until desirable
properties for elementary indices are developed Will be done in a systematic manner in
paragraphs 20.46 to 20.57, but one desirable pxofmran elementary index will be noted
in the present section. This is tie reversal test, which was noted in Chapter 15. In the

present context, this test for the elementary iri@! p') becomes:
P(p°, p) P(p',p°) =1 (20.6)

This test says that if the prices in period 2 reteethe initial prices of period 0, then the
product of the price change going from period @,1B(p°%p'), times the price change going
from period 1 to 2P(p*,p%, should equal unity; i.e., under the stated cim, we should
end up where we started. It can be verified thatDhtot, Jevons, and Carruthers-Sellwood-
Ward-Dalén indicesp, P; andPcsap, all satisfy the time reversal test, but that@zli and
harmonic indicesPc andPy, fail this test. In fact, these last two indices the test in the

following biased manner:
P.(p% p") Pe(p'p°) 21 (20.7)
P, (p°, p") Py (p' p) <1 (20.8)

with strict inequalities holding in (20.7) and (8Pprovided that the period 1 price vegor

is not proportional to the period 0 price veqtb* Thus the Carli index will generally have

24 These inequalities follow from the fact that arhanic mean oM positive numbers is
always equal to or less than the correspondingragtic mean; see Walsh (1901, p. 517) or



an upward bias, while the harmonic index will gextigrhave a downward bias. Fisher (1922,
pp. 66 and 383) seems to have been the first ablestt the upward bias of the Carli ind€x,
and he made the following observations on its ysstdtistical agencies: “In fields other than
index numbers it is often the best form of avertagese. But we shall see that the simple
arithmetic average produces one of the very wdrstdex numbers. And if this book has no
other effect than to lead to the total abandonroétite simple arithmetic type of index

number, it will have served a useful purpose” (Eist1922, pp. 29-30).

20.45 The following section establishes some numeridatianships between the five
elementary indices defined in this section. Thetheaxsubsequent section, a more
comprehensive list of desirable properties for eetary indices is developed and the five

elementary formulae are evaluated in the lighteke properties or tests.

Numerical relationships between the frequently used elementary indices
20.46 It can be showdi that the Carli, Jevons and harmonic elementagepridices satisfy

the following inequalities:

P, (p°, p")= Py (p° p") <P.(p°, p) (20.9)

l.e., the harmonic index is always equal to or thas the Jevons index, which in turn is
always equal to or less than the Carli index. b, fthe strict inequalities in (20.9) will hold
provided that the period 0 vector of pricg%,is not proportional to the period 1 vector of

prices,pt.

20.47 The inequalities (20.9) do not tell us by how mttud Carli index will exceed the
Jevons index and by how much the Jevons indexewdéed the harmonic index. Hence, in

the remainder of this section, some approximatgiogiships between the five indices

Fisher (1922, pp. 383-384). This inequality is acspl case of Schlomilch’s inequality; see
Hardy, Littlewood and Polya (1934, p. 26).

% See also Pigou (1920, pp. 59 and 70), Szulc (188172) and Dalén (1992, p. 139). Dalén
(1994, pp. 150-151) provides some nice intuitivplaxations for the upward bias of the
Carli index.

6 Each of the three indicé%;, P; andPc is a mean of orderwherer equals-1, 0 and 1,
respectively, and so the inequalities follow frooh®milch’s inequality; see Hardy,
Littlewood and Polya (1934, p. 26).



defined in the previous section are developedphatide some practical guidance on the

relative magnitudes of each of the indices.

20.48 The first approximate relationship to be derivedesnveen the Jevons indBxand
the Dutot indeXPp.?” For each periot define the arithmetic mean of theprices pertaining

to that period as follows:

M

t — it
p mZ:lMpm

t=0,1 (20.10)
Now define the multiplicative deviation of tineh price in period relative to the mean price
in that periodg., as follows:
t — atF t
Pm =P (1+em); m=1,.M:t=0,1 (20.11)

Note that equations (20.10) and (20.11) imply thatdeviation®,' sum to zero in each

period; i.e.
M
> e =0
m=1 t=0,1 (20.12)

20.49 Note that the Dutot index can be written as thie @itthe mean pricep*/p*; i.e.

1’(
P, (p%, pY) =2
0 (20.13)

20.50 Now substitute equation (20.11) into the definitadrthe Jevons index (20.3):

271t should be noted that the Dutot index can alsavhtten as a weighted average of the

P(P°p) =2 P! / Y. Py => (PP’ )P’ / 2Py =2 p W
i=1 =1 i=1 j=1 i=1

w’=p’/ > )
theith weight is defined & _ =t Thus if the commodities in the elementary
aggregate are heterogeneous, the commoditiesrthatae expensive in the chosen units of
measurement will get a large weight, which mayb®tvarranted from the viewpoint of
expenditures on the commodity.

price relatives; i.e., where



v [p"+e)
0 1y —
SR raaray
_P A, Are,
- o+ |_| M ( o)
p m=1 (1+ em)
=P,(p°p") f(e’,e') usingequation(20.13) (20.14)
where€ = [e/,....ev] for t = 0 and 1, and where the functibis defined as follows:

/(1+em
f(e® &)=
ml_" A+er) (20.15)

20.51 Expandf(e®’,e') by a second-order Taylor series approximationiade® = 0y ande' =
Ow. Using equation (20.12), it can be verifiethat the following second-order approximate
relationship betweeR; andPy is obtained:

P(p° p) = R(p°,p)IL + (/M p%° - (1/M gk"]

P,(p° pH[L + (1/2)vare®) - (1/2)vad' | (20.16)

I

where var€) is the variance of the periadnultiplicative deviations. Thus, far= 0,1:

var(e') =— Z(e —-")?

:sz{(em)

= i e e et*
M since = = 0 using equation (20.12) (20.17)

20.52 Under normal condition®,the variance of the deviations of the prices ftbhair

2 This approximate relationship was first obtaingddarruthers, Sellwood and Ward (1980,
p. 25).

29 |f there are significant changes in the overdlhiiion rate, some studies indicate that the
variance of deviations of prices from their meaas also change. AlsoM is small, then
there will be sampling fluctuations in the variasicd the prices from period to period.



means in each period is likely to be approximatelystant and so, under these conditions,

the Jevons price index will approximate the Dutatgindex to the second order.

20.53 Note that with the exception of the Dutot formulee remaining four elementary
indices defined in paragraphs 20.23 to 20.37 aretions of the relative prices of the
items being aggregated. This fact is used in adwderive some approximate relationships

between these four elementary indices. Thus défieeth pricerelative as

1
r E&' m=1..M

m 0!
P (20.18)
20.54 Define the arithmetic mean of theprice relatives as
r z M = Pc(p P )
m=1

™ (20.19)

where the last equality follows from the definiti#0.2) of the Carli index. Finally, define
the deviatioren, of themth price relative, from the arithmetic average of tMeprice

relativesr* as follows®°

r,=r @d+e,); m= 1..M (20.20)

20.55 Note that equations (20.19) and (20.20) imply thatdeviationg, sum to zero:

= (20.21)

20.56 Now substitute equation (20.20) into the definisd20.2)—(20.5) oPc, P,, Py and
Pcswo In order to obtain the following representatioosthese indices in terms of the vector
of deviationsg = [ey,... ev]:

M
1 . .
P.(p°, pl)=zﬁrm:r 1=r"f, (e)
= (20.22)

%0 Note that the ratio-type deviatioas defined by equation (20.20), are different from th
level-type deviations,, defined by equation (20.11).



M M
P P =[] W =[] ¥ e =

(20.23)

PH(pO! pl)z[iMi(rm)_l} =r*|:iﬁl(l+em)_l:| Er*fH (e)

(20.24)

Pearo (P°, P1) =P (p°, PP, (p°, p) = 1 Tc () F () =1 fego (€) (20.25)

where the last identity in each of equations (2B-€20.25) serves to define the deviation
functions,fc(e), fs(e), fu(e) andfcsan(€). The second-order Taylor series approximations to
each of these functioftsaaround the poing = Oy are:
fo(e)=1

(20.26)
f,(€) =1- (1/ 2V Yee= 1- (1/2) var¢ (20.27)
f, (€ =1- (/M )ee=1- vare) (20.28)
feonn (€) =1- (1/2M e =1~ (1/2) varg (20.29)

where repeated use of equation (20.21) is maderimidg the above approximatioffsTo
the second order, the Carli index will exceed the Jevons and Carruthers-SellwooddA/ar
Dalén indicesP; andPcswo, by (1/2)r* var(e), which isr* times half the variance of thd
price relativepn/p.. Similarly, to the second order, the harmonic inBe will lie below
the Jevons and Carruthers-Sellwood-Ward-Dalén @sjiR; andPcsap, by r* times half the

variance of théVl price relative pm'/pm’.

20.57 Empirically, it is expected that the Jevons andr@hers-Sellwood-Ward-Dalén
indices will be very close to each other. Usingphevious approximation result (20.16), it is
expected that the Dutot ind®y will also be fairly close t&; andPcsap, with some
fluctuations over time as a result of changingasaees of the period 0 and 1 deviation
vectors,e® ande'. Thus it is expected that these three elementaligés will give much the

same numerical answers in empirical applicatiomgontrast, the Carli index can be

31 From equation (20.22), it can be seen fk@ is identically equal to 1 so that the
expression (20.26) will be an exact equality rathan an approximation.

%2 These second-order approximations are attributaldialén (1992, p. 143) for the cage
=1 and to Diewert (1995a, p. 29) for the case g¢@eral*.



expected to be substantially above these threedagdwith the degree of divergence growing
as the variance of thd price relatives grows. Similarly, the harmonicerdctan be expected
to be substantially below the three middle indiedgth the degree of divergence growing as

the variance of th# price relatives grows.

The axiomatic approach to elementary indices

20.58 Recall the axiomatic approach to bilateral priadidgesP(p°p,q°,q') developed in
Chapter 16. In the present chapter, the elemeptarg indexP(p°p') depends only on the
period 0 and 1 price vectors, andp’, respectively, so that the elementary price indiges
not depend on the period 0 and 1 quantity vectfrandg'. One approach to obtaining new
tests or axioms for an elementary index is to labthe 20 or so axioms listed in the Fisher
axiomatic approach in Chapter 16 for bilateral @iindicesP(p°,p',o°,g) and adapt those
axioms to the present context; i.e., use the détevial tests foP(p°p',°,g%) that do not
depend on the quantity vectafsandq' as tests for an elementary inde(yp®,p').*3 This is

the approach taken in the present section.

20.59 The first eight tests or axioms are reasonablygtttborward and uncontroversial.
T1: Continuity: P(p°p?) is a continuous function of thé positive period 0 pricegs’ =
[p:,... pv°] and theM positive period 1 pricgs' = [pat,...pu'].

T2: Identity: P(p,p) = 1; i.e., if the period O price vector equale gferiod 1 price
vector, then the index is equal to unity.

T3: Monotonicity in current period prices: P(p°p') < P(p%p) if p* <p; i.e., if any
period 1 price increases, then the price indexcmees.

T4: Monotonicity in base period prices. P(p°,p*) > P(p,pY) if p° < p; i.e., if any period
0 price increases, then the price index decreases.

T5: Proportionality in current period prices: P(p°,Ap*) = AP(p°,ph) if A > 0; i.e., if all
period 1 prices are multiplied by the positive nemh then the initial price index is

also multiplied byA.

3 The approach was used by Diewert (1995a, pp. 5vi%) drew on the earlier work of
Eichhorn (1978,
pp. 152-160) and Dalén (1992).



T6: Inverse proportionality in base period prices. P(Ap°p') = A7 P(p%pY) if A > 0;

I.e., if all period O prices are multiplied by thesitive numbe#, then the initial price
index is multiplied by 14.

T7: Mean value test: ming, {pm/pr’ : m=1,...M} < P(p°p") < maX, {pm/pm’ : M=
1,...M}; i.e., the price index lies between the smalbesd largest price relatives.

T8: Symmetric treatment of outlets: P(p°,pt) = P(p**, p**), wherep®™ and p** denote

the same permutation of the componentsgifandp®; i.e., if we change the ordering
of the outlets (or households) from which we obtam price quotations for the two
periods, then the elementary index remains uncltange

Eichhorn (1978, p. 155) showed that tests T1, Rafid T5 imply test T7, so that not

all of the above tests are logically independent.

20.60 The following tests are more controversial andrartenecessarily accepted by all
price statisticians.
T9: The price bouncing test: P(p°p') = P(p%, p***) where p** and p*** denote
possiblydifferent permutations of the componentspdfandp*; i.e., if the ordering of
the price quotes for both periods is changed isipbsdifferent ways, then the

elementary index remains unchanged.

20.61 Obviously, test T8 is a special case of test T9revtiee two permutations of the

initial ordering of the prices are restricted totbe same. Thus test T9 implies test T8. Test
T9 is attributable to Dalén (1992, p. 138). Heified this test by suggesting that the price
index should remain unchanged if outlet prices tim®i in such a manner that the outlets are
just exchanging prices with each other over thepemods. While this test has some

intuitive appeal, it is not consistent with theadéat outlet prices should be matched to each
other in a one-to-one manner across the two peridds outlet price matching is preferable

to not matching prices across outlets in case t#wereuality differences across outlets.

20.62 The following test was also proposed by Dalén ()992he elementary index
context:
T10: Time reversal: P(p',p°) = 1P(p°pY); i.e., if the data for periods 0 and 1 are
interchanged, then the resulting price index sheagldal the reciprocal of the original

price index.



Since many price statisticians approve of the Lasgseprice index in the bilateral index
context and this index does not satisfy the tinvenrgal test, it is obvious that not all price
statisticians would regard the time reversal teshe elementary index context as being a
fundamental test that must be satisfied. Neversisel@any other price statisticians do regard
this test as a fundamental one since it is diffitulaccept an index that gives a different

answer if the ordering of time is reversed.

20.63 The following test is a strengthening of the tiragarsal test:
T11: Circularity: P(p°,p")P(p',p?) = P(p%p?); i.e., the price index going from period 0
to 1 times the price index going from period 1 teqials the price index going from
period O to 2 directly.
The circularity and identity tests imply the tineversal test (just set = p°). Thus the
circularity test is essentially a strengtheninghaf time reversal test, and so price statisticians
who do not accept the time reversal test are uglikeaccept the circularity test. In general,
however, the circularity test seems to be a vesjrdbBle property: it is a generalization of a

property that holds for a single price relative.

20.64 The following test is a very important one:
T12: Commensurability: P(A1ps°,..., Aupn®;, Aipdd,..., Avpm®) = P(PL°,... pn% pid,... omt) =
P(p°pt) for all A, > 0, ... Av > 0; i.e., if the units of measurement for eacimewdity
are changed, then the elementary index remainsangeial.
In the bilateral index context, virtually every qeistatistician accepts the validity of this test.
In the elementary context, however, this test issna@ntroversial. If th& items in the
elementary aggregate are all homogeneous, theakiésrsense to measure all the items in the
same units. Hence, if the unit of measurement@httmogeneous commodity is changed,
then a modified version of test T12 should restltthe A, to be the same number (sély
and the modified test T12 becomes
P(Ap%Apt) = P(p%pY) ; A > 0. (20.30)
Note that this modified test T12 will be satisfiétests T5 and T6 are satisfied. Thus if the
items in the elementary aggregate are homogentwrsthere is no need for the original
(unmodified) test T12.

20.65 In actual practice, there will usually be thousaofimdividual items in each



elementary aggregate and the hypothesis of itenogeneity is not warranted. Under these
circumstances, it is important that the elemenitagigx satisfy the commensurability test,
since the units of measurement of the heterogenmus in the elementary aggregate are
arbitrary, and hence the price statistician camgbahe index simply by changing the units

of measurement for some of the items.

20.66 This completes the listing of the tests for an @etary index. There remains the task
of evaluating how many tests are passed by eatttedive elementary indices defined in
paragraphs 20.38 to 20.45.

20.67 Straightforward computations show that the Jevéementary indel; satisfies all
the tests, and hence emerges as being “best” fremieéwpoint of this particular axiomatic

approach to elementary indices.

20.68 The Dutot indexXP, satisfies all the tests with the important excaptf the
commensurability test T12, which it fails. If thease heterogeneous items in the elementary
aggregate, this is a rather serious failure anddence statisticians should be careful in

using this index under these conditions.

20.69 The geometric mean of the Carli and harmonic eleamgnindicesPcsap, fails only

the price bouncing test T9 and the circularity #kt. The failure of these two tests is
probably not a disqualifying condition, and so tindex could be used by price statisticians
if, for some reason, it was decided not to useldwdns formula. As was observed in

paragraphs 20.38 to 20.45, numericalyswo Will be very close td°,.

20.70 The Carli and harmonic elementary indid@sandP4, fail the price bouncing test T9,
the time reversal test T10 and the circularity Test, and pass the other tests. The failure of
tests T9 and T11 is again not a disqualifying ctodj but the failure of the time reversal test
T10 is a rather serious matter and so price staéins should be cautious in using these

indices.

The economic approach to elementary indices

20.71 Recall the notation and discussion in paragrapt®820 20.45. Suppose that each



purchaser of the items in the elementary aggretsereferences over a vector of purchases
g = [qu,...9u] that can be represented by the linearly homogenhaggregator (or utility)
functionf(qg). Further assume that each purchaser engagestimamimizing behaviour in

each period. Then, as seen in Chapter 17, it cahd&n that certain specific functional

forms for the aggregator or utility functidu) or its dual unit cost functioc(p)® lead to

specific functional forms for the price ind®¢p°,pt,°,g%) with
c(p’)
0
c(p’) (20.31)

P(p°p",0°,q") =

20.72 Suppose that the purchasers have aggregator foattiefined as follows®
f(d,-.,.au) = Minm{g/am: m=1,... M} (20.32)
where thea, are positive constants. Then under these assuraptiaran be shown that
equation (20.31) becomés:

c(p) _ pa’ _ p'q’

c(p’) P P (20.33)

and the quantity vectors of purchases during tleepgeriods must be proportional; i.e.,
q* = Aq® for somed > 0 (20.34)

20.73 From the first equation in (20.33), it can be st the true cost of living index,
c(ph)/c(p®), under assumptions (20.32) about the aggregammtibnf, is equal to the
Laspeyres price indef, (p°,p,c°,a") = p'g%p°cP. It is shown below how various elementary
formulae can estimate this Laspeyres formula uatlernative assumptions about the

sampling of prices.

M
c(p) = minq{z PuC: F(a) =1}
3 The unit cost function is defined m=1 .

% The preferences which correspond to flase known as Leontief (1936) or no substitution

preferences.

Z pioy

% See Pollak (1983). Notatiopig® is defined a. i< , etc.



20.74 In order to provide a justification for the usetloé Dutot elementary formula, write

the Laspeyres index number formula as follows:

M M
1.0 0 41
R(p°.p".q°.0) = 2P = i
) ’ o 5 0~0 5 0,40
Pulln 2. PP
= = (20.35)

where thebase period item probabilities o’ are defined as follows:

O
,0:1 = ?, m=1...M
O
=] (20.36)

Thus the base period probability for itema.’, is equal to the purchases of itemin the
base period relative to total purchases of all #g&mthe commodity class in the base period.

Note that these definitions require that all itemthe commaodity class have the same ufiits.

20.75 Now it is easy to see how formula (20.35) couldueed into a rigorous sampling
framework for sampling prices in the particular coadity class under considerati#f

item prices in the commodity class were sampleggroonally to their base period
probabilitiesg.’, then the Laspeyres index defined by the firstdityuin (20.35) could be
estimated by a probability-weighted Dutot indexided by the second equality in (20.35). In
general, with an appropriate sampling scheme, skeotithe Dutot formula at the elementary
level of aggregatiofor homogeneous items can be perfectly consistent with a Laspeyres

index concept.

20.76 The Dutot formula can also be consistent with asBla@index concept. If the Paasche
formula is used at the elementary level of aggiegathen the following formula is

obtained:

3" The probabilities defined by equation (20.36) meaningless unless the items are
homogeneous.

3 For the details, see Balk (2002, pp. 8-10).



M M

N e = R o

R(p’.p0%0) = F—— =42
Y. Palm D PnPa
=t L (20.37)

where theperiod 1 item probabilitiegy' are defined as follows:

_ Oy _
prj.;] = F, m=1..M
Om
= (20.38)

Thus the period 1 probability for item, o', is equal to the quantity purchased of iterm

period 1 relative to total purchases of all itemghe commodity class in that period.

20.77 Again, it is easy to see how formula (20.37) ccagdurned into a rigorous sampling
framework for sampling prices in the particular enadity class under consideration. If item
prices in the commodity class were sampled propaatly to their period 1 probabilities.!,
then the Paasche index defined by the first equiali€20.37) could be estimated by the
probability-weighted Dutot index defined by the @ed equality in (20.37). In general, with
an appropriate sampling scheme, the use of thetBartoula at the elementary level of
aggregation (for a homogeneous elementary aggnecgtebe perfectly consistent with a

Paasche index concept.

20.78 Rather than use the fixed basket representatigrtbdd_aspeyres and Paasche
indices, it is possible to use the expenditureeshapresentations for the Laspeyres and
Paasche indices, and to use the expenditure shammss,' as probability weights for price
relatives. Thus if the relative prices of itemghe commodity class under consideration are
sampled using weights that are proportional torthase period expenditure shares in the
commodity class, then the following probability-gkied Carli index

1
Pc(po,pl,s ) ZSO pg]
Prm (20.39)

will be equal to the Laspeyres ind&Of course, formula (20.39) does not require the

% For a rigorous derivation of a sampling framewaese Balk (2002, p. 13-14).



assumption of homogeneous items as did equati@35pand (20.37).
20.79 If the relative prices of items in the commoditpasd under consideration are sampled

using weights that are proportional to their peroekpenditure shares in the commodity

class, then the following probability-weighted hamnit index
M 1\71 -
i o{34( 2]
m=1 m

will be equal to the Paasche index.

(20.40)

20.80 The above results show that the Dutot elementalgxrcan be justified as an
approximation to an underlying Laspeyres or Paapdle index for a homogeneous
elementary aggregate under appropriate price saghptihemes. The above results also show
that the Carli and harmonic elementary indiceshmjustified as approximations to an
underlying Laspeyres or Paasche price index fatarbgeneous elementary aggregate under

appropriate price sampling schemes.

20.81 Recall that assumption (20.32) bjustified the Laspeyres and Paasche indices as
being the “true” elementary aggregate from the ypiewt of the economic approach to
elementary indices. Suppose now that assumptiaBZ2& replaced by the following

assumption of Cobb-Dougl§$928)preference4’

M M
f(o,...on)=19"; B,>0 form=1..M and> B, =
-1 = (20.41)

20.82 Under assumption (20.41), the true economic eleangmirice index is?

1 M 1 \n
o(p') _ [ Pl j
c(p°) ml_:| pr(r)1 (20.42)

4 These preferences were introduced slightly eaoleikoniis and Byushgens (1926).

41 See Pollak (1983).



20.83 It turns out that if purchasers have the above cbixglas preferences, then item
expenditures will be proportional over the two pds so that:

PO’ = A pr’gr’ for m=1,...,M and for somel > 0. (20.43)

Under these conditions, the base period expendihaees,’ will equal the corresponding
period 1 expenditure shargg, as well as the correspondifig i.e., assumption (20.41)
implies:

SC=S=Gn; m=1..M. (20.44)

Thus if the relative prices of items in the comntpdiass under consideration are sampled
using weights that are proportional to their baesegal expenditure shares in the commodity

class, then the following probability-weighted Jasandex

1
P (p°, pl,S‘))EiSfﬁ'np—’a‘
= P (20.45)

will be equal to the logarithm of the true elemeyntarice aggregate defined by equation
(20.42)*

20.84 The above results show that the Jevons elememtdexican be justified as an
approximation to an underlying Cobb-Douglas priogeix for a heterogeneous elementary

aggregate under an appropriate price sampling sshem

20.85 The assumption of Leontief preferences implies thatgquantity vectors pertaining to
the two periods under consideration will be projooidl; recall equation (20.34). In contrast,
the assumption of Cobb-Douglas preferences imghigisexpenditures will be proportional
over the two periods; recall equation (20.43). lndember theorists have been debating the
relative merits of the proportional quantities wergroportional expenditures assumption for
a long time. Authors who thought that the propariilcexpenditures assumption was
empirically more likely include Jevons (1865, p528nd Ferger (1931, p. 39; 1936, p. 271).
These early authors did not have the economic apprto index number theory at their
disposal but they intuitively understood, alonghafierson (1895, p. 332), that substitution
effects occurred and hence the proportional experedi assumption was more plausible than

the proportional quantities assumption.

42 See Balk (2002, pp. 11-12) for a rigorous derosati



20.86 The results in the previous section gave some stfgahe use of the unweighted
Jevons elementary index over the use of the unuegighutot, Carli and harmonic indices,
provided that the proportional expenditures assiomps more likely than the proportional
quantities assumption. This support is very weakydver, since an appropriate item price
sampling scheme is required in order to justifyrésults. Thus, using an unweighted Dutot,
Carli or harmonic index (without the appropriatenpéing scheme) cannot really be justified
from the viewpoint of the economic approach. Thaaults in this section nevertheless give
considerable support to the use of an appropriatelghted Jevons index over the other
weighted indices, since from the economic perspegctross-item elasticities of substitution
are much more likely to be close to unity (thisresponds to the case of Cobb-Douglas
preferences) than to zero (this corresponds todke of Leontief preferences). If the
probability weights in the weighted Jevons index taken to be the arithmetic average of the
period 0 and 1 item expenditure shares and narrdefiped unit values are used as the price
concept, then the weighted Jevons index becomakeahtype of elementary index

discussed in paragraphs 20.11 to 20.22.

The sampling approach to elementary indices

20.87 In the previous section, it is shown that apprdphaweighted elementary indices are
capable of approximating various economic poputeglementary indices, with the
approximation becoming exact as the sampling agpesmcomplete coverage. Conversely, it
can be seen that, in general, it is impossibl@founweighted elementary price index of the
type defined in paragraphs 20.38 to 20.45 to ambrtize theoretically ideal elementary price
index defined in paragraphs 20.11 to 20.22, evai ifem prices in the elementary
aggregate are samplé&tkence, rather than just sampling prices, it wallfecessary for the
price statistician to collect information on thartsactiorvalues (or quantities) associated
with the sampled prices in order to form samplenelletary aggregates that will approach the
target ideal elementary aggregate as the samgdszomes large. Thus, instead of just
collecting a sample of prices, it will be necesdargollect corresponding sample quantities
(or values) so that a sample Fisher, Tornqvist atsWprice index can be constructed. This

sample-based superlative elementary price inddxapiroach the population ideal

4 The numerical example given in paragraphs 2@®2Dt99 illustrates this point.



elementary index as the sample size becomes [Bhggapproach to the construction of
elementary indices in a sampling context was recentted by Pigou (1920, pp. 66-67),
Fisher (1922, p. 380), Diewert (1995a, p. 25) aatkB2002)* In particular, Pigou (1920, p.
67) suggested that the sample-based Fisher idealipdex be used to deflate the value ratio
for the aggregate under consideration in ordebtaio an estimate of the quantity ratio for

the aggregate under consideration.

Theuse of scanner data in constructing elementary aggr egates

20.88 Until fairly recently, it was not possible to detene how close an unweighted
elementary index of the type defined in paragr&th88 to 20.45 was to an ideal elementary
aggregate. With the availability of scanner da& ,(of detailed data on the prices and
quantities of individual items that are sold iraiebutlets), it has now become possible to
compute ideal elementary aggregates for some itixtasand compare the results with
statistical agency estimates of price change ®isdme class of items. Of course, the
statistical agency estimates of price change arallysbased on the use of the Dutot, Jevons
or Carli formulae. The following quotations reflébe results of many of the scanner data

studies:
A second major recent development is the willingnefsstatistical agencies to experiment with
scanner data, which are the electronic data gesteedtthe point of sale by the retail outlet and
generally include transactions prices, quantitesation, date and time of purchase and the product
described by brand, make or model. Such detailezlrday prove especially useful for constructing
better indices at the elementary level. Recentissuthiat use scanner data in this way include Silve
(1995), Reinsdorf (1996), Bradley, Cook, Leaver &alilton (1997), Dalén (1997), de Haan and
Opperdoes (1997) and Hawkes (1997). Some estirmhdsmentary index bias (on an annual basis)
that emerged from these studies were: 1.1 percemwaigts for television sets in the United Kingdom;
4.5 percentage points for coffee in the UnitedeStat.5 percentage points for ketchup, toilet &ssu
milk and tuna in the United States; 1 percentagetor fats, detergents, breakfast cereals arzkfno
fish in Sweden; 1 percentage point for coffee mMetherlands and 3 percentage points for coffee in
the United States respectively. These bias estanaterporate both elementary and outlet substituti
biases and are significantly higher than our eablédlpark estimates of .255 and .41 percentagetpoi
On the other hand, it is unclear to what extenserarge bias estimates can be generalized to other

commodities (Diewert (1998a, pp. 54-55)).

44 Balk (2002) provides the details for this samplirmmework. Hausman (2002) is another
recent author who stressed the importance of doigquantity information along with price
information at the elementary level.



Before considering the results it is worth comnmmegnthn some general findings from scanner data. It i
stressed that the results here are for an experimerhich the same data were used to compare
different methods. The results for the U.K. Refaites Index can not be fairly compared since they
are based on quite different practices and dagdr, dlata being collected by price collectors andra
strengths as well as weaknesses (Fenwick, BalleSiind Morgan (2003)). Yet it is worth following

up on Diewert’s (2002¢) comment on the U.K. Re®aites Index electrical appliances section, which
includes a wide variety of appliances, such assirtmasters, refrigerators, etc. which went fron638
98.0, a drop of 0.6 percentage points from Janli@®8 to December 1998. He compares these results
with those for washing machines and notes that ‘may be that the non washing machine
components of the electrical appliances index exed in price enough over this period to cancel out
the large apparent drop in the price of washinghimas but | think that this is somewhat unlikelp.”
number of studies on similar such products hava lseaducted using scanner data for this period.
Chained Fisher indices have been calculated frensthnner data, (the RPI (within year) indices are
fixed base Laspeyres ones), and have been fouiatl tiy about 12 per cent for televisions (Silvada
Heravi, 2001a), 10 per cent for washing machinebl@ 7 below), 7.5 per cent for dishwashers, 15 per
cent for cameras and 5 per cent for vacuum cledBéver and Heravi, 2001b). These results areequit
different from those for the RPI section and suytes the washing machine disparity, as Diewert
notes, may not be an anomaly. Traditional methodsdata sources seem to be giving much higher
rates for the CPI than those from scanner datagththe reasons for these discrepancies were @ot th
subject of this study (Silver and Heravi (20022)).

20.89 The above quotations summarize the results of regentary aggregate index
number studies that are based on the use of scdategrThese studies indicate that when
detailed price and quantity data are used in dmleompute superlative indices or hedonic
indices for an expenditure category, the resultnegsures of price change are often below
the corresponding official statistical agency eaties of price change for that categ8ry.
Sometimes the measures of price change based oséhs scanner data are considerably
below the corresponding official measuté€$hese results indicate that there may be large

gains in the precision of elementary indices ifeaghted sampling framework is adopted.

45 Recall also the results obtained by Koskimaki #hdJarkko (2003) that showed the
Laspeyres index considerably above the correspgrielsher index using Finnish scanner
data.

6 Scanner data studies do not, however, always &rge potential biases in official CPIs.
Masato Okamoto has informed us that a large-scatgarative study in Japan is under way.
Using scanner data for about 250 categories ofegs®r food and daily necessities collected
over the period 1997 to 2000, it was found thatitickces based on scanner data averaged
only about 0.2 percentage points below the cormdipg official indices per year. Japan
uses the Dutot formula at the elementary levelsfficial CPI.



20.90 Is there a simple intuitive explanation for the edempirical results? A partial
explanation may be possible by looking at the dyinamf item demand. In any market
economy, there are firms and outlets that sellstémat are either declining or increasing in
price. Usually, the items that decline in price ex@nce an increase in their volume of sales.
Thus the expenditure shares that are associathadtents that are declining in price usually
increase, and conversely for the items that iner@agrice. Unfortunately, elementary
indices cannot pick up the effects of this negatiogelation between price changes and the
induced changes in expenditure shares, becauserdky indices depend only on prices and

not on expenditure shares.

20.91 An example can illustrate the above point. Supploaethere are only three items in
the elementary aggregate and that in period Qpiilce of each item ip.’ = 1 and the
expenditure share for each item is equal sogiiat 1/3 form= 1,2,3. Suppose that in period
1, the price of item 1 increasespd = 1 +i, the price of item 2 remains constanpat= 1

and the price of item 3 decreasepdo= (1 +i)™ where the item 1 rate of increase in price is
i > 0. Suppose further that the expenditure shaitewf 1 decreases &' = (1/3)— owhere

ois a small number between 0 and 1/3 and the expeadhare of item 3 increasesstb=
(1/3) +a*

The expenditure share of item 2 remains constast at1/3. The five elementary indices
defined in paragraphs 20.23 to 20.37 can all b#emrias functions of the item 1 inflation

ratei (which is also the item 3 deflation rate) as fako

P(p°.p") = [(-i)(A+i )_1]1/3 =ELO (20.46) The term

(1-i) should be replaced by (1+i) in equation (&).4
P.(p°, p") =@/ 3)(L+i)+ (L/3 /3)(&i ) =", i (20.47)

4" The parameteris a measure of the degree of substitutabilitywben the various items in the elementary
aggregate. It is not precisely equal to the elagtaf substitution parameter which appeared in the Lloyd
Moulton formula explained in paragraphs 17.61 t@®46f Chapter 17. However, the bigger is the eligtof
substitution, the bigger will be theparameter which appears in this section. Davidebow and Jeremy B.
Rudd note that the marketing literature finds thatelasticity of substitution between brands maerowly
defined elementary aggregate is around 2.5 (wisichuch higher than the Cobb-Douglas case where the
elasticity of substitution is 1): “And, Gerard Tigl{1988) analyzed the results from a large nurobeapers in
the marketing literature that estimate cross bedasticities and found a mean elasticity (afteustiljg for
certain biases in the results) of 2.5” (Lebow andldR(2003, p. 167-168).



PP PY) =[@W3)+i Y+ W3 W/ | =1, i(

(20.48)
Prano(P%0) = [Pe(0° PP (0% = fearo () (20.49)
P,(p% p') =@/3)(L+i)+ /3¢ @/3)Ei ) =1, i (20.50)

20.92 Note that in this particular example, the Dutotaréh(i) turns out to equal the Carli
indexfc(i). The second-order Taylor series approximatiorteédive elementary indices
(20.46)—(20.50) are given by the approximations52p-(20.55):

fy(i)=1 (20.51)
fo (i) =1+ (1/3)° (20.52)
fy (i) =1-(1/3)° (20.53)
foan () =1 (20.54)
fp (i) =1+ (1/3)° (20.55)

Thus for smali, the Carli and Dutot indices will be slightly gteathan 1*8 the Jevons and
the Carruthers-Sellwood-Ward-Dalén indices willdpproximately equal to 1 and the
harmonic index will be slightly less than 1. Ndtatthe first-order Taylor series
approximation to all five indices is 1. Thus, te thccuracy of a first-order approximation, all
five indices equal unity.

20.93 Now calculate the Laspeyres, Paasche and Fishieestbr the elementary

aggregate:
R =@/3)@+i)+ /3¢ /)i Y=1 i (20.56)
R ={[@3)-o] ariy W3k[ @W3ro] @iV} =1 i (20.57)
P. =(RR)"?=f.(i) (20.58)

48 Recall the approximate relationship (20.16) iragaaph 20.51 between the Dutot and
Jevons indices. In the present numerical examplgg®y = 0 whereas vagf) > 0. This

explains why the Dutot index is not approximateqya&l to the Jevons index in this numerical
example.



20.94 First-order Taylor series approximations to thevabadices (20.56)—(20.58) around
= 0 are given by the approximations (20.59)—(20.61)

f (i)=1 (20.59)
fo(i) =1- 201 (20.60)
f.(i)=1-oi (20.61)

20.95 An ideal elementary index for the three items esfmsher ideal indeft(i). The
approximations (20.51)—(20.55) and (20.61) show tthe Fisher index will lie below all five
elementary indices by the amounf taking first-order approximations to all six inds.
Thus all five elementary indices will have an apjimeate upward bias equal t» compared

to an ideal elementary aggregate.

20.96 Suppose that the annual item inflation rate foritéwn rising in price is equal to 10
per cent so that= 0.10 (and hence the rate of price decreasd&iteém decreasing in price
is approximately 10 per cent as well). If the exgiaure share of the increasing price item
declines by 5 percentage points, tleen 0.05 and the annual approximate upward biadl in a
five elementary indices igi = 0.05x 0.10 = 0.005 or half of a percentage point.iffcreases
to 20 per cent andincreases to 10 per cent, then the approximateibéeases toi = 0.10

x 0.20 = 0.02 or 2 per cent. Note, however, if gizeperiod 2 revert to the prices prevailing
in period 0, then the bias will reverse itself. lderlementary bias of the type modelled
above can only cumulate over successive periatieré are long-run trends in prices and

market share®.

20.97 The above example is highly simplified. More sopb&ted models are capable of
explaining at least some of the discrepancy betwoégrial elementary indices and
superlative indices calculated by using scannex fitmtan expenditure class. Basically,

elementary indices defined without using associgtezhtity or value weights are incapable

49 White's (2000) research into Canadian outlet stiltistn bias indicated that not only did
discount outlets have lower prices for the sanmastéut they also had lower inflation rates
over time.



of picking up shifts in expenditure shares thatiadeiced by fluctuations in item pric&dn
order to eliminate the problem of an inability tckpup shifts in expenditure shares that are
induced by fluctuations in item prices, it will hecessary to sample values along with prices

in both the base and comparison periods.

20.98 A few words of caution are, however, in order & ffoint. The use of chained
superlative indices can lead to very biased resilere are large period-to-period
fluctuations in prices and quantities comparedtaeér-run trends in prices. In long runs,

large fluctuations can be induced by seasonal f&étar by temporary salées.

20.99 In the following section, a simple regression-basgegdroach to the construction of
elementary indices is outlined. The importance efghting the price quotes will again

emerge from the analysis.

A simple stochastic approach to elementary indices
20.100 Recall the notation used in paragraphs 20.38 #52@bove. Suppose the prices of the

M items for period 0 and 1 are approximately eqoiahé right-hand sides of equations

°0 put another way, elementary indices are subjestildstitution or representativity bias. In
the case of Cobb-Douglas preferences, howevepataemetew in this section would be

equal to zero and the Jevons elementary aggregatiel Wwe unbiased. But the results from
the marketing literature (recall Tellis (1988)) icate thato will be greater than 0 and hence
that the Jevons elementary index will have an ugwe@as. Thus Lebow and Rudd’s (2003, p.
167) estimate that elementary substitution biasig around 0.05 percentage points per year
if the Jevons formula is used seems rather low.

®1 For an example where the use of chained supezlatiices leads to a tremendous
downward bias induced by seasonal fluctuationsCéemter 22.

%2 For an example where the use of chained supelatdices leads to a tremendous upward bias indoged

periodic sales, see Robert C. Feenstra and Mattheshapiro (2003):

The reason for this is that perioddodv prices (i.e., sales) attract high purchases otignithey are accompanied
by advertising, and this tends to occur in thelfimaeks of a sale. Thus, the initial price decliwben the sale
starts, does not receive as much weight in the tative index as the final pridacrease when the sale ends. The
demand behavior that leads to this upward bias@thained Tornqvist — with higher purchases aetiteof a
sale — means that consumers are very likely puim@p@®ods for inventory accumulation. The only tredizally
correct index to use in this type of situation fsxad base index, as demonstrated in sectionFe8r(stra and
Shapiro (2003, p. 125)).

The use of a fixed base index in these circumsgant®y, however, lead to results that are
highly dependent on the choice of the base pefilker solutions that could be tried
in this type of circumstance are either lengtheniregperiod of time (as discussed in
paragraphs 20.23 to 20.37) or using the moving yaea explained in Chapter 22

below.



(20.62) and (20.63):

0 . —
P = By M=1...M (20.62)

1 . —
Pn=0aB,; M=1..M (20.63)

wherea and thes, are positive parameters. Note that there Megces on the left-hand
sides of equations (20.62) and (20.63), but &by 1 parameters on the right-hand sides of
these equations. The basic hypothesis in the nudgeice behaviour defined by equations
(20.62) and (20.63) is that the two price vecfifrandp* are proportional (witlp* = ap°® so
thata is the factor of proportionality) except for ramaonultiplicative errors. Hence
represents the value of the underlying elementacg mggregate. Taking logarithms of both
sides of equations (20.62) and (20.63), and adstinge random erroes ande! to the right-

hand sides of the resulting equations, the follgwinear regression model is obtained:

INp’= d+ &, m=1..M; (20.64)
INpmt = y+ dh+el; m=1,..M (20.65)
where

y=Ilna andon=IngGn; m=1,..M. (20.66)

20.101 Note that equations (20.64) and (20.65) can begrgeed as a highly simplified
hedonic regression mod&IThe only characteristic of each commodity is tmmodity
itself. This model is also a special case of thenty product dummy method for making
international comparisons between the prices déidiht countries? A major advantage of
this regression method for constructing an elenmgmtace index is that standard errors for
the index numbetr can be obtained. This advantage of the stochagtiooach to index

number theory was stressed by Selvanathan and1R8d)

20.102 It can be verified that the least squares estinfatoyis:

SM T pd (20.67)

3 See Chapters 7, 8 and 21 for discussion of hedegression models.

> See Summers (1973). In our special case, theenfreéwo “countries” which are the two
observations on the prices of the elementary aggedgr two periods.



20.103 If y* is exponentiated, then the following estimatartfte elementary aggregates

obtained:

. M p1
a = |'!M—?; =P, (p° p")
L\ P (20.68)

whereP;(p°p') is the Jevons elementary price index definedairagraphs 20.38 to 20.45
above. Thus the simple regression model definedjbgteons (20.64) and (20.65) leads to a

justification for the use of the Jevons elemeniadgx.

20.104 Consider the following unweighted least squaresehod

miny,a'si(ln Pn - ) +i(ln Pr )

m=1 m=1 (20 . 69)

It can be verified that thgsolution to the unconstrained minimization probi@®.69) is the

y* defined by equation (20.67).

20.105 There is a problem with the unweighted least squaredel defined by equation
(20.69), namely, that the logarithm of each priaetg is given exactly the same weight in
the model no matter what the expenditure on tleat iivas in each period. This is obviously
unsatisfactory since a price that has very litderemic importance (i.e., a low expenditure
share in each period) is given the same weightanrégression model as a very important
item. Thus it is useful to consider the followingighted least squares model:

minyyd.sisgj(ln o —5m)2 +i$§1(|n Po ‘V‘5m)2
m=1 m=1 (2070)

where the periotlexpenditure share on commodityis defined in the usual manner as:

t .t
g=—Foth . =01 m=1.M

Z Pr

(20.71)

In the model (20.70), the logarithm of each itemegpquotation in each period is weighted by

its expenditure share in that period. Note thageng prices by their economic importance

%5 Balk (1980c) considers a similar weighted leastasgs model for many periods but with differentgis.



is consistent with Theil's (1967, pp. 136-138) &iastic approach to index number theBry.

20.106 The ysolution to the minimization problem (20.70) is

| 2hlehsn s
y = m=1 - m
> h(s.s)
m=1 (20.72)
where
h(a,b) =[(1/2)a™ + (1/2)b™] ' = 2ab/(a + b) (20.73)

andh(a,b) is the harmonic mean of the numbamsndb. Thusy** is a share-weighted
average of the logarithms of the price rapp¥p.". If }** is exponentiated, then an estimator

a** for the elementary aggregateis obtained.

20.107 How doesa** compare to the three ideal elementary pricecedidefined in
paragraphs 20.11 to 20.227? It can be shkothat o** approximates those three indices to the
second order around an equal price and quantityt;aae., for most data setg** will be

very close to the Fisher, Térnqvist and Walsh elgary indices.

20.108 In fact, a slightly different weighted least squapeoblem that is similar to the
minimization problem (20.70) will generate exadtig Toérngvist elementary index. Consider
the following weighted least squares model:
. M1 2 J1 2
mlny,d's 25(821 +$11)(|n pr(r)1 _5m) +z_2(sr?1 +Snl1)(|n pn11 _y_dm)
m=1 m=1 (20.74)
Thus in the model (20.74), the logarithm of eaemifprice quotation in each period is

weighted by the arithmetic average of its expemdighares in the two periods under

consideration.

*¢ Theil's approach is also pursued by Rao (2002} wdnsidered a generalization of
equation (20.70) to cover the case of many timegdsr

7 Using the techniques in Diewert (1978).



20.109 The ysolution to the minimization problem (20.74) is

1
P R
meL m (20.75)

which is the logarithm of the Tornqvist elementargex. Thus the exponential gf* is

precisely the Térnqvist price index.

20.110 The results in this section provide some weak sagpothe use of the Jevons
elementary index, but they provide much strongppstt for the use of weighted elementary

indices of the type defined in paragraphs 20.120t@2.

20.111 The results in this section also provide supparthe use of value-based weights in

hedonic regressions.

Conclusion
20.112 The main results in this chapter can be summaazddllows:

* In order to define a “best” elementary index numioemula, it is necessary to have a
target index number concept. In paragraphs 20.2D22, it is suggested that
normal bilateral index number theory applies atdlenentary level as well as at
higher levels and hence the target concept shautwhk of the Fisher, Térnqgvist or
Walsh formulae.

* When aggregating the prices of the same narrowfipelitem within a period, the
narrowly defined unit value is a reasonable tapgee concept.

» The axiomatic approach to traditional elementadyjdes (i.e., no quantity or value
weights are available) supports the use of therkefarmula under all
circumstance® If the items in the elementary aggregate are hemegus (i.e., they
have the same unit of measurement), then the Bartoula can be used. In the case
of a heterogeneous elementary aggregate (the case), the

Carruthers—Sellwood—-Ward-Dalén formula can be aseah alternative to the

%8 One exception to this advice is when a price @mpedro in one period and positive in
another comparison period. In this situation, #neodis index will fail and the corresponding
item will have to be ignored in the elementary ds the technique outlined in paragraphs
17.90 to 17.94 of Chapter 17 could be used.



Jevons formula, but both will give much the sammerical answers.

* The Carliindex has an upward bias and the harmodex has a downward bias.

* The economic approach to elementary indices weakbports the use of the Jevons
formula.

* None of the five unweighted elementary indicesaly satisfactory. A much more
satisfactory approach would be to collect quardityalue information along with
price information, and form sample superlative ¢edias the preferred elementary
indices. If a chained superlative index is caledahowever, it should be examined
for chain drift; i.e., a chained index should ohb/used if the data are relatively
smooth and subject to long-term trends rather damt-term fluctuations.

* A simple hedonic regression approach to elemenmtaliges supports the use of the
Jevons formula, but a weighted hedonic regresgpnoach is more satisfactory.
The resulting index will closely approximate theadlindices defined in paragraphs
20.11 to 20.22.



