7/ ADJUSTING FOR QUALITY CHANGE

Introduction

7.1  The measurement of changes in the level of conspneas is complicated by the
appearance and disappearance of new and old gnddsevices, as well as changes in the
quality of existing ones. If there were no such pboations, then a representative sample
could be taken of the items households consumeringO, their prices recorded and
compared with the prices of the same matched itersgbsequent periods, styn this way
the prices of like would be compared with like. Hawgr, such complications do exist. For
example, an item may no longer be produced in geérol, so its price comparison cannot
be undertaken between periods 0 airdl.

7.2 A number of methods are available to remedy thieeglacement item may exist in
periodt + 1. If it is of the same quality, its price can lmenpared with the “old” item’s price

in periodt. But the replacement item may well be of a diffierguality. One option is to

ignore the quality difference and continue comgathre price of the “new” replacement item
int+ 1 with that of the old one in periddo continue the series. An adjustment for the
difference in quality is still being made; it issjuthat it is a very poor adjustment, because the
change in quality has no effect on the price. Aosdooption is to exclude from the index
those items for which quality changes, and to cterpie index link betweenandt + 1 only

for matched items having characteristics that laeesame. This exclusion amounts to an
implicit quality adjustment, one that assumes therall price change of existing matched
items will be the same as the quality-adjustedepcitange between the missing old and
replacement new items. In reality, however, pricerges generally vary over the stages of a
product’s life cycle. Price changes at the timesafy, a model's upgrade — when an item is
missing and replaced — may be quite different fthose at other stages. The implicit
assumption may therefore be inappropriate. Thivel price change of a new replacement
item may be spliced onto the index if the pricethefdisappearing and replacement items are
available in a common overlap period, say petiddhe old item’s price change between
periods 0 andlis multiplied by the replacement item’s price chahgtween periodsandt +

1. Yet again, there is an implicit quality adjustyene that requires the price difference
between the old item and its replacement in pertodeflect the effect of the quality
difference on price. Such differences may alsmljgart the result of strategic price-setting
behaviour related to the period in the item’s tjele.

7.3  There are other methods of adjusting the pricesafcomparable replacements for
quality differences, including ones that use expéstimates of the effect of the quality
change on price. There are a number of methodsrofidg such explicit estimates, and the
suitability of explicit quality adjustments deperatssmuch on the method used as on the
availability of appropriate data to implement thethod. In each case, whatever procedure a
statistical office follows, a quality adjustmentgocesis made in every period when an item
is not available. The purpose of this chapter iseip ensure that these quality adjustments
are the appropriate ones.

7.4  There are three main reasons for considering hadijigst for quality change. First,
the scale and pace of methodological innovatioesabstantial. Second, there is a lack of
consistency in the methods chosen by statisti¢alesf for dealing with quality changes; thus
comparisons of consumer price indices between ptaheas, across countries, and over
time may be misleading. Finally, a number of engairstudies on the effects of using



different methods found that choice of method dndeed matter (Dulberger, 1989;
Armknecht and Weyback, 1989; Moulton and Moses7188we, 1996).

7.5  Against these concerns, it must be recognizedstagistical agencies do guard

against quality changes by using the matched madeisod. Price collectors record the
features of selected items and collect priceshfenviery same models in subsequent periods
in order to compare like with like. If a producbgp exists in which there are no items whose
quality changes and no new or disappearing goodisanvices, then the matched models
method based on representative items works. Marergdy, three potential sources of error
arise from the matched models approach: missingsiteample space change, and new
products.

Why the matched models method may fail

7.6  The long-run price change for an item is measuyecbinparing the price of the item
in the current period with that in the price refere period, the period in which it, along with
most other items, entered the sample.

Missing items

7.7  The first source of error, and the focus of thiagter, is when an item is no longer
available in the outlet. It may be discontinuedt onay not be available to the same
specification — its quality has changed — and éffsctively missing in the current period.
The item’s price may be missing for other reastinmay be a seasonal item or one whose
price does not need to be recorded so frequentiynmay be that the item is a custom-made
product or service, supplied each time to the ecuetts specification.

7.8 Itis necessary to distinguish between items treparmanently and temporarily
missing. Items that atemporarilymissing are items not available and not priceithén

month in question, but that are priced in subsegmnemths. The items may be missing
because, for example, demand is seasonal, ascéasleenith some fruits and vegetables, or
there are shortages. Some commodities are pricedess frequent basis, maybe quarterly or
biannually, because their price changes are iregglihey are therefore missing when they
are “off cycle”.

7.9  The concern with seasonal items is to impute timéssing prices until the item
reappears. The imputation methods used are simikome cases to those used for quality
adjustment. The temporary nature of the imputatianyever, requires that they be separately
identified by the respondent as “temporarily migsior “seasonal’. Principles and methods
for such imputations are outlined by Armknecht 8uadtland-Smith (1999) and Feenstra and
Diewert (2001), and in Chapter 22. The conceriig ¢hapter is with permanently missing
items and with making imputations on a continuiagib or using a replacement item.

7.10 A number of approaches are available for dealirth missing items:

. The item may be dropped on the assumption thaadhesgate price change of a
group of other items reflects change in the misggg — an implicit quality
adjustment to price.

. A replacement item may be selected and the repkacemem’s price may be used for
the comparison because the replacement is deenbedcimmparable in quality to the
missing item.

. The replacement may be deemed to be non-compawéhléhe missing item, but



prices on both the missing and replacement itemsheavailable in an overlap
period before the former item was missing. Thegdiference in this overlap period
may be used as an estimate of the quality differeéaquality-adjust the replacement
item’s price.

. The replacement price of a non-comparable replasemay be used, with an explicit
estimate of the adjustment for the quality differemno extricate the “pure” price and
guality change.

7.11 In many cases, therefore, there is a need to mgkeldy adjustment to the
replacement item’s price. A quality adjustmenthistinstance is an adjustment to the price
(price change) of the replacement item (comparekd the missing item) to remove that part
of the price change that results from quality défeces. A quality adjustment can be taken to
be a coefficient that multiplies the price of, ste replacement item to make it
commensurate, from the consumer’s point of viewhwhe price of the original.

7.12 To take a simple example, suppose that the sizgu@nmtity) an item is sold in is a
quality feature. Suppose that the size of the mgsgem and its replacement differ. Assume
that a quantitk of the replacement is sold for the same price @saatityj of the original.
Whether the consumer buys one unit of the origan@k units of the replacement makes no
difference — they are worth the same. In order a@rthe price of one unit of the
replacement commensurate with the price of oneainite original, the replacement must be
multiplied byk/j. This is the required quality adjustment. For eglanif 2 units of the
replacement item were equivalent to 3 of the oalithe required quality adjustment to be
applied to the price of the replacement item is 3(Bpose one unit of the replacement
actually sells at the same price as one unit obtiggnal, then the price of the replacement,
after adjusting for the change in quality, is oRIg that of the price of the original. If one
unit of the replacement sells for twice the prit¢he original, then the quality-adjusted price
Is 4/3 that of the original: the price increas83sper cent, not 100 per cent. The consumer
price index seeks to record the change betweeprite of the original and the quality-
adjusted price of the replacement.

7.13 The approaches listed in paragraph 7.10 will beudised later in some detail, along
with the assumptions implied by them. By definititime prices of the unavailable items
cannot be determined. The veracity of some of fsemptions about their price changes, had
they been available, is therefore difficult to &étith. What is stressed here is that the
matching of prices of items allows for the measwenof price changes untainted by quality
changes. When items are replaced with new onesliffesent quality, then a quality-

adjusted price is required. If the adjustment &ppropriate, there is an error, and if it is
inappropriate in a systematic direction, there lisas. Careful quality adjustment practices
are required to avoid error and bias. Such adjustisreze the subject of this chapter.

Sampling concerns

7.14 There are four main concerns with regard to samgphirst, the matching of prices of
identical items over time, by its nature, is likébylead to the monitoring of a sample of items
increasingly unrepresentative of the populatiotrarisactions. It may be that the prices of
old items being dropped are relatively low andphees of new ones relatively high, and
such differences in price remain even after qualitierences have been taken into account
(Silver and Heravi, 2002). For strategic reasansi\sf may wish to dump old models, perhaps
to make way for the introduction of new models @dcelatively high. Ignoring such



“unmatched” models in measuring a consumer pridexrwill bias the index downwards
(see paragraphs 7.150 to 7.152 below). Therefora curious way, the very method of
matching, used to ensure constant quality, maif lesed to bias by omitting items whose
price changes are unusual (see also Koskimaki antiaM2001) for an example). Chapter 8
suggests that the strategy for quality adjustméptioes should be linked to one of item
selection and chaining. The strategy is particylpdrtinent to sectors with dynamic
technological innovations (see also the discussidredonic price indices, below).

7.15 Second, because of the additional resources rebfarejuality adjustments to prices,
it may be in the interests of the price collectams desk statisticians, and indeed fall within
their guidelines, to avoid making non-comparabfgaeements and quality adjustments.
Thus items continue to be monitored until theyravdonger produced. This means that old
items with limited sales are monitored. Such itenay exhibit unusual price changes as they
near the end of their life cycle, because of theketing strategies of firms. Firms typically
identify gains to be made from different pricingas¢gies at different times in the life cycle

of products, particularly at the introduction amdi ®f the cycle (Parker, 1992). The (implicit
or otherwise) weight of end-of-cycle items in theex would thus remain relatively high,
being based on their sales share when they wenglednf-urthermore, new unmatched items
with possibly relatively large sales would be iggohrAs a consequence, undue weight would
be given to the unusual price changes of matcleadsiat the end of their life cycle.

7.16 A third sampling concern relates to the timingtefm substitution: when a
replacement item is chosen to substitute for aronk Instructions to pick a comparable
replacement to avoid messy quality adjustmentsit@p compound the problem. Obsolete
items are by their nature at the end of their cyeled comparable replacements, to be
comparable, must also be near or at the end afdiieles. Obsolete items with unusual price
changes at the end of their cycles are thus regllag®bsolete items with, again, unusual
price changes. This compounds the problem of uasgtative samples and continues to
bias the index against technically superior iteegsdring cheaper service flows.

7.17 The final sampling problem with the matching praaexdis when the price collector
continues to report prices of items until replacetaare forced, that is, until the items are no
longer available, and has instructions to replaocséd items with typically consumed or
popular items. This improves the coverage and sgprtativity of the sample. But it also
makes reliable quality adjustments of prices betwtbe old obsolete and new popular items
more difficult. The differences in quality are ligkgo be beyond those that can be attributed
to price differences in some overlap period, asitam is in the last stages of its life cycle
and the other in its first. Furthermore, the techhdifferences between the items are likely to
be of an order that makes it more difficult to pd@vreliable, explicit estimates of the effect
of quality differences on prices. Finally, the (fityaadjusted) price changes of very old and
very new items are unlikely to meet assumptionsiofilar price changes to existing items

or classes of items”, as required by the imputatn@hods. Many of the methods of dealing
with quality adjustment for unavailable items mayldetter served if the switch to a
replacement item is made earlier rather than |&&mpling concerns can be seen to be
inextricably linked to quality adjustment methodikis will be taken up in Chapter 8 on item
selection and the need for an integrated appraadkdling with both representativity and
quality-adjusted prices.

New products



7.18 A third potential source of error arises when sdrimgt new is introduced into the
marketplace. It is difficult to distinguish betweeew items and quality changes in old ones;
this difficulty will be discussed in Chapter 8. Wha really new item is introduced, there is
an immediate gain in welfare or utility as demawitches from the previous technology and
other goods. For example, the introduction of tipefastener for clothing, instead of buttons,
was a completely new good that led to an initiahga utility or welfare to consumers as
they switched from the old to the new technologyisTgain from its introduction would not
be properly brought into the index by waiting uthié index was rebased, or by waiting for at
least two successive periods of prices for zipefasts and linking the new price comparison
to the old index. Subsequent prices might be canstaeven fall. The initial welfare gain
would be calculated from a comparison between ttoe fin the period of introduction and
the hypothetical price in thgrecedingperiod, during which supply would be zero. The
practical tools for estimating such a hypothetmade are not well developed, though this
subject is discussed in more detail in ChapteF@t.a consumer price index built on the
concept of a base period and a fixed basket, thestrictly speaking, no problem. The new
good was not in the old basket and should be egdudithough an index properly
measuring an old fixed basket would be appropmatedefinitional sense, it would not be
representative of what we buy. Such an index widuld be inappropriate. For a cost of
living index concerned with measuring the changexipenditure necessary to maintain a
constant level of utility (see Chapter 17), ther@ad doubt that it would be conceptually
appropriate to include the new good.

The nature of quality change

7.19 This section considers what is meant by qualityngeaand then outlines the methods
available for dealing with unavailable price quofés understand the “meaning” of quality
change requires a conceptual and theoretical pfatfeo that adjustments to prices for
quality differences are made against a well-comsiléramework.

7.20 A starting point is to appreciate that over time tjuality of what is produced
changes. The example of new cars is used here. @atlean Dalen (2001) undertook an
extensive study of the price measurement of newioathe Netherlands between 1990 and
1999. The average nominal price increase oveptrni®d was found to be around 20 per
cent, but the mix of average quality charactemssticanged over this period. For example, the
horsepower (HP) increased on average from 79 ta@2Zhe average efficiency of fuel
consumption improved from 9.3 to 8.4 litres/100 khe share of cars with fuel injection rose
from 51 per cent to 91 per cent; the proportiosars with power steering increased from 27
per cent to 94 per cent; airbags from 6 per ceBfitper cent, and similarly for central
locking, tinted glass and much more. This churmmtie quality mix of what is purchased is
one aspect of quality change. In matching the prafea sample of models in, for example,
January with the self-same models in subsequenthagtihe quality mix is kept constant in
an attempt to avoid contaminating the price measent through quality differences. As will
be seen later, however, the resulting sample ofetsad one that gives less emphasis to
models subsequently introduced which may have deddfom more recent technological
change and have different price changes givenuhéty of services they provide. One
approach, which corrects for such quality changgsibes the whole sample, is that of the
dummy variable hedonic regressions (see below)eBod van Dalen (2001), using a variety
of formulations of hedonic regressions, found dyaibrrected prices of these new
automobiles to be about constant over this pevidde their average nominal price increase
was around 20 per cent.



7.21 It will be argued in Chapter 21 that observed clearig prices arise in theory from a
number of sources, including quality changes, chaig tastes and preferences, and changes
in the technology of producers. More formally, tieserved data on prices are the locus of
intersection of the demand curves of different comsrs with varying tastes and the supply
curves of different producers with possibly varyteghnologies of production. The

separation of the effects of changes in tastepegfdrences from quality changes is only
possible in highly restrictive circumstances. Ckagtsuggests chaining or regular rebasing,
so that weights — which reflect tastes and pref@er are not unduly out of date.

7.22 The changing mix of the observed characteristiageais is not the only concern.
There is also the practical problem of not alwagstp able to observe or quantify
characteristics such as the style, reliability eeafsuse and safety of what is produced.
Chapter 16 of th&ystem of National Accounfi®93(SNA1993 on price and volume
measurement notes factors other than changes sigahgharacteristics that give rise to
improved quality. These include “transporting adém a location in which it is in greater
demand is a process of production in its own righthich the good is transformed into a
higher quality good”. The same good provided aifferént and more convenient location
may command a higher price and be of a higher tyu&lurthermore, different times of the
day or periods of the year may also give rise @ligudifferences: “For example, electricity
or transport provided at peak times must be treasdaeing of higher quality than the same
amount of electricity or transport provided at p#ak times. The fact that peaks exist shows
that purchasers or users attach greater utilitie¢cservices at these times, while the marginal
costs of production are usually higher at peakgime.” Other differences, including the
conditions of sale and circumstances or environnmewhich the goods or services are
supplied or delivered, can make an important coation to differences in quality. A retailer,
for example, may attract customers by providing filelivery, credit opportunity or better
variety, by being more accessible, by offering sdroorder times, smaller tailor-made orders,
clearer labelling, better support and advice, noorevenient car parking or a wider range of
brands, or simply by operating in a more pleasafashionable environment. These sorts of
benefits are not always specified in the item dpson because, first, the services are
provided without specific charge — they are incoaped in the prices of the goods sold.
Second, by matching the prices of models in speoiitlets the level of such services is
assumed to remain constant. This does not mearevesythat conceptually such quality
improvements should be outside the scope of thexinélany such benefits change, a price
adjustment for the estimated value of the benshtaild be made.

7.23 To ask how to adjust prices for quality changess, fiirst necessary to ask what is
meant by quality. While there may be an intuitisnt@whether an item consumed in one
period is better than its counterpart in the naxheoretical framework will help in
establishing the basis for such comparisons. Famele, an item of clothing is sampled and,
after a few months, it is missing. One option isdplace it with a similar item. The nearest
comparable option may have more cloth in it, orehavining, be a different colour, have
different buttons, have better stitching or be adered to be better styled in some
fashionable sense. There is a need to put a ptoeae on the difference in quality between
the old and new items so that like can be compartrdlike. To propose or criticize a quality
adjustment procedure requires some concept of iwtaeally required and how the
procedure stands up to this. Although such a d&songakes us away from the practicalities
of the procedures for a while, its use will becapearent in subsequent sections.



A utility-based approach

7.24 In Chapter 17 a cost of living index (COLI) is defd as the ratio of the minimum
expenditures in the base and current period redjtrachieve a given standard of living or
“utility”. Quality adjustments to prices involveying to measure the price change for a
product which has exhibited some change in itsadtaristics from an earlier period that
provides a different level of utility to the consemThe equating of the value of a quality
change with the change in utility derived by thesiamer, while falling naturally under a
COLI framework, is not exclusive to it. A cost ofised basket of goods index (COGI) can
also benefit from regarding quality in this way. Néra COGI requires the pricing of a fixed
basket of products, some items will become unabkland the replacement items selected to
maintain the sample may not be of the same qudlitg.aim is to determine what proportion
of the total price change results from a changguality and what results from pure price
change. The concept of utility will be used to heith the former.

7.25 Note that the definition of a quality change isdthen equating some change in
characteristics to a different level of utility prded. Consider an example in which a new,
improved quality item is substituted for an old engeriodt, the consumer having to choose
between the two. Suppose that after the new qutgity appeared, both qualities were
offered to a consumer at the same price, $aylf0. The consumer was then asked to choose
between them and naturally preferred the new qu&iy the price of the old quality was
then progressively reduced until it reached a psiaygp™ = 75, at which the consumer was
indifferent as regards the choice between purchabia old quality ap* = 75 and the new
quality at p= 100. The consumer might then select the oldityuzl 75 or the new one at
100. Either way, the consumer would obtain the satiligy, because of being indifferent as
to which to choose. Any further decrease bgw= 75 would cause the consumer to switch
back to the old quality.

7.26 The difference betwegn andp™ would be a measure of the additional utility ttneet
consumer placed on the new quality as comparedthétiold quality. It would measure the
maximum amount that the consumer was preparedytfopghe new quality over and above
the price of the old quality. In economic theory vall be outlined in Chapter 21, if
consumers (or households) are indifferent betweerpurchases, the utility derived from
them is the same. The difference between 75 andril@® therefore arise from the
consumers’ valuation of the utility they deriverfrahe two items: their quality difference.
The definition is sensible as a conceptual fram&wbmnaturally has problems relating to
implementation, but this is not our concern henax. @itial concern is with the provision of
an analytical framework on which to ground our kimig and analysis.

7.27 The utility-based framework is concerned with tlhiestion of how consumers choose
between items of different qualities. The answepatrt, is because more utility is derived
from an item of higher quality than from an iteml@iver quality, and thus consumers prefer
it. But this does not explain why one item is baugither than the other. For this it is also
necessary to know the relative price of one iteth waspect to the other, since if the lower-
quality item is cheaper, it may still be purchasiae above thought experiment to determine
the price below which the old quality would be phasedp™ < 75, serves this purpose.

7.28 Defining quality change in terms of its effect dility is of obvious benefit to the
economic approach to index numbers (Chapter 24leand Zieschang (1992), Feenstra



(1995), Triplett (1987) and Diewert (2003a) haveealeped theoretical frameworks for
COLlIs akin to those defined in Chapter 21, but Whatso incorporate goods and services
whose quality changes. Silver and Heravi (2001a2898) and Kokoski et al. (1999) have
undertaken empirical studies based on these frankevimr comparisons over time and
between geographical areas, respectively. Thefusity as a guide towards understanding
quality adjustments to prices is not, however, owd to the economic theory of cost of
living indices (Chapter 21). Consumer price indibased on a fixed basket concept have the
pragmatic need to adjust for quality difference®mwian item is unavailable, and there is
nothing in the definition of a fixed basket indéat precludes differences in utility being
used as a guideline. If item A is better than itbw@rsion, item B, it is because it delivers
something more to the consumer who is willing tg pere. That “thing” is called utility.

7.29 ltis as well to distinguish between two conceptsadue used in the analysis of
guality adjustmentresource cosanduser valueThe value users derive from their
consumption is their utility. Triplett (1990, pp22-223) considers how a consumer price

index differs from a producer price index:
Fisher and Shell (1972) were the first to show thffierent index number measurements (they
considered output price indexes and consumer priexes) imply alternative treatments of quality
change, and that the theoretically appropriatdrtreats of quality change for these two indexes
correspond respectively, to “resource-cost” angfualue” measures. Triplett (1983) derives this
same result for cases where “quality change” intifled with characteristics of goods — and therefo
with empirical hedonic methods; the conclusionsthat the resource cost of a characteristic is the
appropriate quality adjustment for the output piiedex, and its user value is the quality adjustmen
for the COLI index or input index.

7.30 This position is not without difficulties. Diewg{2002d) has advocated a user cost
approach for the producer price output index. Tinigart arises from the need to consolidate
the inputs and outputs at constant prices in natiaccounts. If different quality adjustments
are used for the same items in the producer prjp& index and the producer priogtput
index, then the deflated constant price value adéeds, as their difference, will not
balance. The issue arises generally in the fielgroflucer price indices, since it concerns the
guestion of whether the producer price output insleould use a user-value concept. It does
not dispute the use of this concept in consumeepndices.

Conditional indices

7.31 The domain of a COGl is its fixed basket of goondd services. The use of a COLI
framework requires consideration of wider issuasceoning our quality of life. There are
changes in the social, physical and economic enmiemt that require more or less
expenditure to maintain a given level of utilityally factors affect our welfare, and in
practice not all can be included in a consumerepndex. It is thus appropriate to consider
indices that areonditionalon excluded factors remaining constant. Thesergéyénclude
health status, the environment and the quantitygaadity of government-provided goods
and services. The minimum expenditure necessargduieving a given level of utility will
increase as, for example, the police become Iésstiee. Expenditure would then be
necessary for better household security. It wookt cmore to maintain a given level of utility
than in the previous period. Similarly, an outbre&kiness would lead to increased
expenditure on medicines to maintain a given leveitility. Bad winter weather increases
heating bills to maintain the same utility as befdn each case there is a very real sense in
which the cost of living will have changed. Yetsitnot generally accepted that the consumer
price index should directly reflect such changesa®should be reflected are changes in the
prices of locks, medicines and fuel that arise bsedahe demand for such items changes. In



addition, as more or less is spent on such itemesindex should eventually incorporate such
changes in the weighting as and when the weigbtsijpalated — and the more frequent the
update, the better are such effects incorporatetitig index should not normally reflect
short-run changes in tligiantitiesused of security, medicine, heat and the like Esalt of

such external factors. Gordon and Griliches (1998,7) comment in a similar vein:
It is not clear, moreover, whether events such@sder winter, the appearance of AIDS, or a nise i
the crime rate should be included in the definitdéraprice index. A change in expenditures due to an
unanticipated change in the weather should raes@ttice index only to the extent that energy prpes
up, not quantities consumed. If the event pergigtisnately it will affect the commodity weights the
index, but that is a different matter. (Authors’@masis)

7.32 It may be inappropriate to disregard environmefatetors if they seriously affect a
given group of people. In such cases, indexingpercial factors sometimes takes place
outside the index. For example, a government mayige cold-weather payments to
pensioners if the temperature falls below a thriesbondition. If a specific factor has a
substantial effect for a significant group of hdudds, an additional index might be
compiled which includes the effect.

An overview of methods of quality adjustment when matched items are unavailable

7.33 Itis apparent from the above that quality adjusti®eo prices are not a simple matter
of applying routine methods to prices in specifedduct areas. A number of alternative
approaches are suggested below. Some will be nppreariate than others for specific
product areas. An understanding of the consumeketaechnological features of the
producing industry, and alternative data sourcdisallibe required for the successful
implementation of quality adjustments. Specifieation will need to be devoted to product
areas with relatively high weights, where largepamdions of items are turned over. Some of
the methods are not straightforward and requisvellof expertise. Quality adjustment needs
to be implemented by developing a gradual approach product-by-product basis. Such
concerns should not be used as excuses for fadiatiempt to estimate quality-adjusted
prices. The practice of statistical agencies ifdidgavith missing items, even if it is to ignore
them, implicitly involves a quality adjustment. $uan implicit approach may not be the
most appropriate method, and may even be misleatimgextent of quality changes and the
pace of technological change require that apprtgneethods be used.

7.34 To measure aggregate price changes, a represergatiyle of items is selected from
a sample of outlets, along with a host of det&ié tlefine each price. The items are repriced
each month. The detailed specifications are in@watethe repricing form each month as a
prompt to help ensure that the same items are Ipgiogd. Merkel (2000) has proposed that
detailed checklists of item descriptions shoulduibed, as any lack of clarity in the
specifications may lead to errors. It should benban mind that price collectors may have no
incentive to report changes in specifications, esithes will invariably involve additional

work. Attention should also be devoted to ensutivag the specifications used contain all
pertinent, price-determining elements, otherwigedhmay be cases in which the quality
change would become invisible in the price measargmrocess.

7.35 When an item is missing in a month for reasonsrdtien being off season or off
cycle, the replacement may be of a different qualiike may no longer be compared with
like. A number of approaches exist for dealing veitith situations and are well documented
for the consumer price index (CPI), as outlined@umvey et al. (1989), Moulton and Moses
(1997), Armknecht et al. (1997), Moulton et al. 499 and Triplett (2002). Though the



terminology differs between authors and statistgpncies, they include:

. imputation — where no information is available lowa reasonable estimates to be
made of the effect on price of a quality changee phce changes of all items, or of
more or less similar items, are assumed to beame ss that for the missing item;

. overlap — used where no information is availablelkaw reasonable estimates to be
made of the effect on price of a quality change vidwere a replacement item exists in
the same period as the old item. The price diffeedretween the old item and its
replacement in the overlap period is then usedmasasure of the quality difference;

. direct comparison — if another item is directly garable, that is, it is so similar it
can be assumed to have had more or less the saiity gharacteristics as the
missing one, its price replaces the unavailableepny difference in price level
between the new and old is assumed to arise frara phanges and not quality
differences;

. explicit quality adjustment — where there is a sasal difference between the
guality of the old and replacement items, estimatdbe effect of quality differences
on prices are made to enable quality-adjusted poogparisons to be made.

7.36 Before outlining and evaluating these methodsaisisvell to say something about the
extent of the problem. This arises when the iteomisvailable. It is not just a problem when
comparabldtems are unavailable, for the judgement as tatwehand what is not comparable
itself requires an estimate of quality differendeart of a statistical meta-information system
for statistical offices (outlined in Chapter 8)asidentify and monitor sectors that are prone
to such replacements and whether the replacemsedsraally are comparable. Seminal
studies in Canada and the United States throw $ighiteon the extent of such replacements.
Moulton et al. (1999) examined the extent to whiems became unavailable for televisions
in the compilation of the United States CPIl. Betw&893 and 1997, a total of 10,553 prices
on televisions were used, of which 1,614 (15 pet)osere replacements, of which, in turn,
934 (57 per cent) were judged to be directly comibplar Thus a typical television remained
in the sample less than a year. The Canadian experifor televisions over an almost
identical period (1993 to November 1997) found @6€he 10,050 prices (7.5 per cent) to be
replacements. Of these, 178 (24 per cent) werettlireomparable, 162 (22 per cent)
required a judgement and 410 (55 per cent) wergts}y — the price difference between the
replacement and the unavailable model in the twge being attributed to quality
differences (Lowe, 1999). Thus, there was wideatam in the frequency of total
replacements, although the frequency of non-conpbaraplacements was roughly similar
(6.4 per cent in the United States sample and & ¢gnt in Canada). Liegey (2000) found
that of the 215 average (August 1999 to April 20@@nthly prices collected for major
appliances for the United States CPI, 22 item agteents were required because of missing
prices, of which comparable replacements were fdand6 and non-comparable
replacements for the remaining six.

7.37 Information across a wider range of items is abd@ldor the United States.

Armknecht (1996) found that, over the three ye@&331to 1995, the annual average number
of price observations collected for the United &aEPI was 835,443, of which 59,385 (7.1
per cent) were substitutions (as opposed to imjpusifor missing values). Of these
substitutes, about half were carried out using @raidge replacements, under a quarter using
overall mean imputation, about 12 per cent usingatliquality adjustment, and 10 per cent
using class mean imputation. It should be bormaimd that these figures ignore the implicit
quality adjustments that take place when the Buodduabor Statistics rotates its sample



between rebasing. Tlwverlapmethod is effectively applied on sample rotatibwe, outlet

and item samples being reselected for about ottedifthe geographical areas, with prices of
old and new items sampled in the same month. Adeplevel differences between the old
and new items are treated as quality differencésearew sample is spliced onto the old.

7.38 Methods of quality adjustment for prices are gelheddassified into implicit/imputed
(or indirect) quality adjustment methods — theaté#inces in terminology are notorious in this
area — and explicit (or direct) methods. Impligiiaxplicit methods are discussed below.
Both decompose the price change between the oldatel its replacement into quality and
pure price changes. For explicit adjustments, h@wnean explicit estimate is made of the
quality difference, usually on the basis of extémirmation, and the pure price effect is
identified as a remainder. For implicit adjustmeatsneasurement technique is used to
compare the old item to the replacement item, irclwthe extent of the quality and pure
price change is implicitly determined by the asstioms of the method. The accuracy of the
method relies on the veracity of the assumptiorgpaesed to the quality of the explicit
estimate. Explicit adjustments make use of sepa&sitmates of the portion of prices ascribed
to quality differences, so that the price of thigioal item can be compared with that of a
replacement of the same quality. The suitabilityhef explicit methods thus depends to a
large extent on how good such estimates are, arageelmplicit adjustments involve
assumptions about price movements, and for thésemed intuition or theory is relied upon
— though in some cases national statistical offmag make use of more specific empirical
market knowledge.

Additive ver sus multiplicative adj ustment
7.39 The quality adjustments to prices may be undertaktier by adding a fixed amount
or multiplication by a ratio. For example, whenes the old item and its replacement for a

comparison over periodst + 1, t + 2, the use of the overlap method in petiedl requires
t+1 t+1

the ratio Pn /P to be used as a measure of the relative quafitgrdncebetween the old
item and its replacement. This ratio could themnbdtiplied by the price of the old item in

t *t
periodt, P to0 obtain the guality-adjusted pric Pm as follows:

t t+1 t+2
old itemm pot
replacemenh p. pLt pL2

7.40 Such multiplicative formulations are generally add, as the adjustment is invariant
to the absolute value of the price. It would othiseabe possible for the absolute value of the
change in specifications to exceed the value oftéme in some earlier or (with technological
advances) later period. Yet there may be some itemshich the worth of the constituent
parts is not considered to be in proportion toghee. In other words, the constituent parts
have their own, intrinsic, absolute, additive wokiiich remains constant over time.
Producers selling over the World Wide Web may eieample, include postage, which in
some instances may remain the same irrespectiwbai is happening to price. If postage is
subsequently excluded from the price, this faljurality should be valued as a fixed sum.

Base versus current period adjustment
7.41 Two variants of the approaches to quality adjustraes to make the adjustment
either to the price in the base period or to theepn the current period. For example, in the



overlap method, described above, the implicit qualdjustment coefficient was used to
t+1 t+1
adjustpy’. An alternative procedure would have been to miyitihe ratio P /Py by the
t+2 *t+2
price of the replacement ite Pr to obtain the quality-adjusted pri P , etc. The first

approach is easier since, once the base periogl Ipgi been adjusted, no subsequent
adjustments are required. Each new replacemerd paic be compared with the adjusted
base period price. For multiplicative adjustmetits,end result is the same whichever
approach is used. For additive adjustments, thdtsediffer and it is more appropriate to
make the adjustment to prices near to the overajog.

L ong-run versus short-run comparisons

7.42 Much of the analysis of quality adjustments in th@nual has been undertaken by
comparing prices between two periods, say, peripddgs with those in a subsequent period
1. For long-run comparisons the base period istalse say, periotland the index is

compiled by comparing prices in peribfirst witht + 1; thent with t + 2; thent with t + 3,

etc. The short-run framework allows long-run congaars, say, between periodandt + 3,

to be built up as a sequence of links joined togrelly successive multiplication, say pertod
with t + 2 and period + 2 witht + 3; or with chaining, periotwitht + 1,t + 1 witht + 2 and

t + 2 witht + 3. The advantages of the short-run frameworknfiqutations are discussed in
paragraphs 7.165 to 7.173.

7.43 Following a discussion of implicit and explicit rheds of quality adjustment, issues
relating to choice of method are considered. Thaioi and explicit adjustment methods are
outlined under a standard long-run Laspeyres framnevin which prices in a base (or
reference) period are compared with those in eabbkegfjuent period. Where products are
experiencing rapid technological change, howeVwersé methods may be unsuitable. The
matching and re-pricing of like items, and “patahin” of quality-adjusted replacement
prices when the matching fails, are appropriatensfadures are the exception. But in high-
technology product markets likely to experiencadaprnover of models, they are the rule.
Alternative methods using chained or hedonic fraprés/are therefore also considered.
These are quite radical approaches to meet thesrdedpidly changing production
portfolios. Finally, the use of short-run compans@s an alternative to long-run ones is
considered as an intermediary — and for imputaiomore appropriate — approach. Chapter
22 discusses issues relating to seasonal itemsiia detail.

Implicit methods of quality adjustment

7.44  This section discusses the following implicit meth@f quality adjustment: overlap;
overall mean or targeted mean imputation; classwmeputation; comparable replacement;
linked to show no price change; and carry-forward.

Overlap
7.45 Consider for illustration the case where the itemessampled in, say, January and
prices are compared over the remaining monthseoyélar. Matched comparisons are

undertaken between the January prices and themtexqarts in successive months. Five
11 21 51 61
items are assumed to exist in January sold by tletatypes with price P > P P~ P

81
anc P (Table 7.1(a)). At this level of aggregation, theights can be ignored assuming only
one quote is taken on each item. A price indexr&lsruary compared with January = 100.0
Is straightforward, in that prices of items 1, 265nd 8 only are used and compared by way



of the geometric mean of price ratios, the Jevodex (which is equivalent to the ratio of the
geometric mean in February over the geometric medanuary — see Chapter 20). In March
the prices for items 2 and 6 are missing, one fpeatialized chain stores and one from

department stores.

Table 7.1 Example of the overlap method of quadjustment

(a) General illustration

Outlet ltem January February March April
Specialized chain stor 1 ptt p'? p'3 p*
2 p21 p22
3 pe p*
4 p*? p*e p*
Department stores 5 p> p°? p> p>*
6 p61 pez
7 p73 p74
8 p81 psz p83 p84
(b) Numerical illustration
Outlet Item January February March
Specialized chain stor 1 4 5 6
2 5 6
2. overlap 6.9
—imputation 6.56
—targeted imputation 7.2
—comparable 6.5
replacemet
3 6.5
4 7.5 8
Department stores 5 10 11 12
6 12 12
—imputation 13.13
—targeted imputation 12.533
7 14
8 10 10 10

746 Table 7.1(b) is a numerical counterpart to Tabl€aj).to further illustrate the
calculations. The overlap method requires pricab®fbld and replacement items to be
available in the same period. In Table 7.1(a), srdh item 2 has no price quote. Its new
replacement is, say, item 4. The overlap methoglgimeasures the ratio, in a common
overlap period (February), of the prices of theand replacement items (items 2 and 4,
respectively). This is taken to be an indicatotheiir quality differences. The two approaches
outlined above are apparent: either to insert ditgeadjusted price in January for item 4 and
continue to use the replacement item 4 serie®, cottinue the item 2 series by patching in
guality-adjusted item 4 prices. Both yield the samswer. Consider the former. For a Jevons
geometric mean for January to Marfoh specialized chain stores ongssuming equal

weights of unity:



Pt ) =[x o 5 ) ]

=[6/4x8/((7.5/6) 5)'° = 1.386 (7.1)

Note that the comparisons are long-run ones. Bh#tey are between January and the month
in question. The short-run modified Laspeyres fraori provides a basis for short-run
changes based on data in each current month amtnimediately preceding one. In Tables
7.1(a) and (b) the comparison for specialized cktores only would first be undertaken
between January and February using items 1 anud2hés would be multiplied by the
comparison between February and March using itearsd4. This still implicitly uses the
differences in prices in the overlap in Februargneen items 2 and 4 as a measure of this
quality difference. It yields the same result afotee

[Ex§:|2 x{gxi}z =1386
4 5 5 75

The advantage of recording price changes for,Jayary to October in terms of January to
September, and September to October, is thabivalthe compiler to compare immediate
month-on-month price changes for data editing psepoMoreover, it has quite specific
advantages for the use of imputations (as discussgaragraphs 7.53 to 7.68 below) for
which different results arise for the long- andrstion methods. The long-run and short-run
frameworks are discussed more fully in paragraphS9to 7.173.

7.47 The method is only as good as the validity of riderlying assumptions. Consider

. t t+1
I=1..M jtems where Pm is the price of itenmin periodt, P is the price of a replacement

itemn in periodt + 1, and there are overlap prices for both itenyseinodt. Now itemn
t+1

replacesn, but is of a different quality. So 1&(z) be the quality adjustment Pn™ which

t+1 *t+l t+1 t+1
equates its quality tPm such that the quality-adjusted pr,pin B A(Z )pn . Very

simply, the index for the item in question over gegiodt-1 tot + 1 is:
t+1

7 = (ot 1 pt (ot ot )= E?_l XE—E”
m P (7.2)

7.48 Now the quality adjustment to prices in pertoel 1 is defined as previously,
*t+1l t+1 t+1
Pm = A(Z )pn , Which is the adjustment Pnin periodt + 1 which equates its utility to

Pm in periodt + 1 (had it existed then). A desired measure aepchanges between periods
t-1 andt + 1 is thus:

(P27 pit) (7.3)
The overlap formulation equals this when:
*t+l t+1 t+1 t
p - A(Ztﬂ\ pn - pn X pm
Py’ "ot by Py

t
Az)=Po
P and similarly for future periods of the series

*t+i

A(Zm )=p_:n pT

t -1
Po for Pm™ fori=2,.T (7.4)




The assumption is that the quality difference iy pariod equates to the price difference at
thetime of the spliceThetiming of the switch fromm to n is thus crucial. Unfortunately,
price collectors usually hang onto an item so thatswitch may take place at an unusual
period of pricing, near the end of itan’s life cycle and the start of itenis life cycle.

7.49 But what if the assumption does not hold? Whdief telative prices in peridgl

t— t t ) . th)— o pto _
R'=Pn/Pn 4o not equal(z)in some future period, sa,JA(Z ) O R? ) 020 the
comparisons of prices between future successivedqsersay betweet+ 3 andt + 4, are

unaffected, as would be expected, since mameffectively being compared with itself,
“t+d t+4 t+4

Pn  Pa _aR p _p;

t+43 143

P Pn @R p° (7.5)
However, if differences in the relative prices o€ told and replacement items vary over time,
then:

t+4
_ 0'4 pn

4443

Pm / Pm

Pn Pm @3 Py (7.6)
Note that the quality difference here is not ralatethe technical specifications or resource
costs, but to the relative prices consumers pay.
7.50 Relative prices may also reflect unusual pricinigees aimed at minority segments
of the market. In the example of pharmaceuticagjdriBerndt et al., 2003), the overlap in
prices of a generic with a branded product wasettda reflect the needs of two different
market segments. The overlap method can be usadwitdicious choice of the overlap
period. It should if possible be a period befor tise of the replacement since in such
periods the pricing may reflect a strategy to duhgold model to make way for the new
one.

751 The overlap method is implicitly employed when séampf items are rotated. That
is, the old sample of items is used to computec#ttegory index price change between
periodst-1 andt, and the new sample is used betweandt + 1. The “splicing” together of
these index movements is justified by the assumghat — on a group-to-group rather than
item-to-item level — differences in price levelsaatommon point in time accurately reflect
differences in qualities.

7.52 The overlap method has at its roots a basis itatef one price: that when a price
difference is observed it must arise from someed#fice in physical quality or some such
factors for which consumers are willing to pay amium, such as the timing of the sale,
location, convenience or conditions. Economic thiewould dictate that such price
differences would not persist, given markets mauefuational producers and consumers.
However, Chapter 16 &@NA1993 notes three reasons why this might fail:

First, purchasers may not be properly informed &kgisting price differences and may therefore
inadvertently buy at higher prices. While they n@yexpected to search out for the lowest prices,
costs are incurred in the process.

Secondly, purchasers may not be free to choosgrite at which they purchase because the seller may
be in a position to charge different prices toatiht categories of purchasers for identical g@wdbs
services sold under exactly the same circumstanaesther words, to practise price discrimination.
Thirdly, buyers may be unable to buy as much agwald like at a lower price because there is
insufficient supply available at that price. Thituation typically occurs when there are two paall
markets. There may be a primary, or official, maikevhich the quantities sold, and the prices at
which they are sold, are subject to governmenffigial control, while there may be a secondary



market — a free market or unofficial market — whegistence may or may not be recognized officially.

Overall mean or targeted mean imputation

7.53 This method uses the price changes of other itenestimates of the price changes of
the missing items. Consider a Jevons elementacg prdex, i.e., a geometric mean of price
relatives (Chapter 20). The prices of the missiams in the current period, sby 1, are
imputed by multiplying their prices in the immedist preceding periotlby the geometric
mean of the price relatives of the remaining maldtems between these two periods. The
comparison is then linked by multiplication to tréce changes for previous periods. It is the
computationally most straightforward of methodssithe estimate can be undertaken by
simply dropping the items that are missing fromhbmériods from the calculation. In

practice, the series is continued by includinghim database the imputed prices. It is based on
the assumption of similar price movements. A taxgdéorm of the method would use similar
price movements of a cell or elementary aggreglsgamlar items, or be based on price
changes at a higher level of aggregation if eithedower level had an insufficient sample
size or price changes at the higher level weregddg be more representative of the price
changes of the missing item.

754 Inthe example in Table 7.1, the January to Felgrcamparison for both outlet types
is based on items 1, 2, 5, 6 and 8. For March coedpaith January — weights all equal to
unity — the item 2 and item 6 prices are imputadgithe short-run price change for February
(p?) compared with Marchpf) based on items 1, 5 and 8. Since different formataesused

for elementary aggregation, the calculations ferrtfain three formulae are illustrated here
(but see Chapter 20 on choice of formulae). Themgtoc mean of the price ratios — the
Jevons index — is:

P (o0 = [ e o]
:[(plS/ p12) N (p53/ p%? )X(DSS/ psz)]1/3

:[(6/5) X (12 /11)>< (]_0 /10)]1/3

(7.7)

=1.0939, or a 9.39 per cent increase.

The ratio of the average (mean) prices — the Oot@x — is:
N N
P, (p*.p*) = (3, °/N)/ . pPIN)
i=1 i=1

:l(pla_l_ p53+ p83)/3+(p12 + p52+ psz)/3]
= (6+12+10)/(5+11+10) = 1.0769, or a 7.69 per cecrtease.
The average (mean) of the price ratios — the Gatéx — is:
N
P.(p*,p%) =D (pa/pi)/N
n=1

:l(p13/ p12) + (p53/ p52)+(p83/ psz)J/3
=[(6/5+12/11+10/10)]}/3 = 1.09697, or a 9.697 pemtdncrease.

(7.8)

(7.9)

In practice, the imputed figure would be enteredrendata sheet. In Table 7.1(b) the overall
mean imputations in March for items 2 and 6, ushegJevons index, al.0939x6 = 6563

and 1.0939x12= 13127 respectively: these are shown in bold. It shdngchoted that the
Dutot index is in this instance lower that the Jessmmdex, a result not expected from the



relationship established in Chapter 20. The refatig in Chapter 20 assumed that the
variance of prices would increase over time, whil&able 7.1(b) it decreases for the three
items. The arithmetic mean of relatives, the dadex, equally weights each price change
while the ratio of arithmetic means, the Dutot ideeights price changes according to the
prices of the item in the base period relativehntogum of the base period prices. Item 1 has a
relatively low price (4), and thus weight, in thasle period, but this item has the highest price
increase (6/5). The Dutot index is thus lower tti@nCarli index.

7.55 As noted above, it is also possible to refine thputation method by “targeting” the
imputation: by including the weight for the unaahile items in groupings likely to
experience similar price changes, say by outlet,tgpecific product area or geographical
region. Any stratification system used in the stdacof outlets would facilitate this. For
example, in Table 7.1 assume that the price chahtfe missing item 2 in March is more
likely to follow price changes of item 1 in spe@ald chain stores, and item 6 is more likely
to experience similar price changes to those afsté and 8 in department stores. For March
compared with February, and weights all equal ibyuthe geometric mean of the price
ratios — the Jevons index — is:

N
P(p*,p%) =1 (p%/ p?)"™
(7.10)

:[(p13/ plz)2 x(pssl p52>< pggl p82)3/2]1/5
:[(6/5)2x(12/11x10/10)3/2]1/5 1om

Note the weights used: for specialized chain stthre®ne price represents two prices, while
for department stores the two prices represengtprnees, or 3/2 = 1.5 each.

The ratio of the average (mean) prices — the Oottex — is:

P (p?.p°) = (Z p.S/N)/Z p’/N)

=|(2p* +15p% +15p®)/5|+ |(2p* +15p™ +15p%)/5]
=[(2x6+15%x12+15x10)] +[(2x5+15%x11+15x10)] =1.0843
The average (mean) of the price ratios — the Gaiéx — is:
N
Pe( p*,p°) = Z( Qslpiz)/ N
i=1
_2
5
= 2(6/5) + :;’[ (12/11+10/10)/2] =1.1073

(7.11)

(7.12)
(p13/ p12)+g[(p53/ P2+ &/ psz)/z]

7.56 Alternatively, and more simply, imputed figures wbhe entered in Table 7.1(b) for
items 2 and 6 in March, just using specialized mlstores and department store price
movements for items 2 and 6 respectively, and exlaalculated accordingly. Using a Jevons

index, for item 2 the imputed value in March woble 6/5%6 = 7.2 and for item 6 it would

V2 _
be [(12/1]) % (10/10)] = 12533 1t s thus apparent that not only does the chofdermula
matter, as discussed in Chapter 20, but so tootheatargeting of the imputation. In practice,



the sample of items in a targeted subgroup mapdernall. An appropriate stratum is
required with a sufficiently large sample size, thére may be a trade-off between the
efficiency gains from the larger sample and theasgntativity of price changes achieved by
that sample. Stratification by product area andbregray be preferred to stratification just
by product area, if regional differences in pribamges are expected, but the resulting
sample size may be too small. In general, thewstraised for the target should be based on
the analyst’s knowledge of the market, as wellrasraderstanding of similarities of price
changes between and within strata, and the ratiabil the sample available to be
representative of price changes.

7.57 The underlying assumptions of these methods regoiree analysis since as
discussed by Triplett (1999 and 2002), they areroftisunderstood. Consic' =1l.m

t+1
where, as before pm is the price of itenm in periodt, P is the price of a replacement item
nin periodt + 1. Nown replacesn, but is of a different quality. So, as before , Aét) be the
t+1 t+1
guality adjustment t Pn™ which equates its quality services or utility Pm such that the

items

4+l t+1
quality-adjusted pric Prm A(Z) Pn . For the imputation method to work, the averageepr
*t+1
changes of the=1.... mitems, including the quality-adjusted pri' Pm given on the left-

hand side of equation (7.13), must equal the aeepaige change from just using the overall
mean of the rest of the 1....m-1 items, on the right-hand side of equation (7.18e T
discrepancy or bias from the method is the balan@mmaQ. It is the implicit adjustment that
allows the method to work. The arithmetic formudatis given here, though a similar
geometric one can be readily formulated. The eqodor one unavailable item is given by:

t+1 t+1 t+1
{pmt sl }{ 1 nap } +Q
mp, =P (m 1) = p| (7.13)
*t+1 t+1
Q_1 Pn 1 mzl P
m p, mm-1)= pf (7.14)
and forx unavailable items by:
p *t+1 X m-X pt+l
(?_____ :E: m :E: i
M i=mx pm i=1 pl (715)

7.58 The relationships are readily visualize("1fis defined as the arithmetic mean of price

changes of items that continue to be recordec "2 rf quality-adjusted unavailable items.
For the arithmetic case,

r —[z p,*llpl](m—x) rz:{ zpi*tﬂ/pitj|_x
where and =mex+1 (7.16)
then the bias of arithmetic mean of ratios fromssititing equation (7.16) in (7.15) is:

X

Q=—(r,-1,)
m'* (7.17)

which equals zero whe"t ="2. The bias depends on the ratio of unavailableesafnd the

difference between the mean of price changes fistieg items and the mean of quality-

x/m)

adjusted replacement price changes. The bias dezea eithe( or the difference



betweer and"2 decreases. Furthermore, the method is reliantaameparison between
price changes for existing items and quality-adjdgirice changes for the replacement or
unavailable comparison. This is more likely to bstified than a comparison without the
quality adjustment to prices. For example, supplosee weren = 3 items, each with a price
of 100 in period. Let thet + 1 prices be 120 for two items, but assume tire ki
unavailable, i.ex = 1 and is replaced by an item with a price of,1f@vhich 20 is
attributable to quality differences. Then the amtic bias as given in equations (7.16) and

(7.17), where*=1 andm = 3, is

L1 1 (~20+140 /100 - (1—20+1_2(§ 2
3 100 100

Had the bias depended on the unadjusted price@€advhpared with 100, the imputation
would be prone to serious error. In this calculatihe direction of the bias is given by

(r2=1.) and does not depend on whether quality is impgpeindeteriorating, in other words

whether A2)>1 or AZ)<1 g A(Z)>1, a quality improvement, it is still possible t1"2 <"
and for the bias to be negative, a point stresgettiplett (2002).

7.59 The analysis here is framed in terms of a shortpnize change framework. That is,
the short-run price changes between the pricepgriad and those in the preceding period
are used for the imputation. This is different frtma long-run imputation where a base
period price is compared with prices in subsequoeniths, and where the implicit
assumptions are more restrictive.

7.60 Table 7.2 provides an illustration in which the émgprice change of items that
continue to exist;,, is allowed to vary for values between 1.00 arkd-1corresponding to a
variation between no price change and a 50 pericergase. The (mean) price change of the
quality-adjusted new items compared with the itéimey are replacing is assumed not to
change, i.er, = 1.00. The bias is given for ratios of missin¢ues of 0.01, 0.05, 0.1, 0.25
and 0.5, both for arithmetic means and geometrianseFor example, if 50 per cent of price
guotes are missing and the missing quality-adjustes do not change, but the prices of
existing items increase by 5 per cemt1.05), then the bias for the geometric mean is
represented by the proportional factor 0.9759; instead of 1.05, the index should be 0.9759
x 1.05 =1.0247. For an arithmetic mean, the [Ha€i025; instead of 1.05 it should be
1.025.

7.61 Equation (7.17) shows that the ration and the difference betweenandr;
determine the bias. Table 7.2 shows that the l@iade quite substantial whgfm is
relatively large. For example, fafm = 0.25, an inflation rate of 5 per cent for exigtitems
translates to an index change of 3.73 per cenBaftslper cent for the geometric and
arithmetic formulations, respectively, when= 1.00, i.e., when quality-adjusted prices of
unavailable items are constant. Instead of bei@8713 or 1.0375, ignoring the unavailable
items would give a result of 1.05. Even with 10 pent missingXm = 0.1), an inflation rate
of 5 per cent for existing items translates to 4éb6cent and 4.5 per cent for the geometric
and arithmetic formulations, respectively, whier 1.00. Considering a fairly lovatio of
x/m, say 0.05, then even when= 1.00 and; = 1.20, Table 7.2 shows that the corrected
rates of inflation should be 18.9 per cent and &9gent for the geometric and arithmetic
formulations, respectively. In competitive marketsandr, are unlikely to differ by
substantial amounts sincegis a price comparison between the new item andlthéem



after adjusting for quality differences.rifandr, are the same, then there would be no bias
from the method even ¥m= 0.9. There may, however, be more sampling eltrshould be
borne in mind that it is not appropriate to comgaiess between the arithmetic and geometric
means, at least in the form they take in Table Th2. latter would have a lower mean,
rendering comparisons of bias meaningless.

Table 7.2. Example of the bias from implicit quabtdjustment when the (mean) price
change of quality-adjusted new items compared thighitems they are replacing is assumed
not to change ££1.00)

Geometric mean Arithmetic mean

Ratio of missing items¢/m Ratio of missing items¢/m

0.01 0.05 0.1 0.25 0.5 0.01 0.05 0.1 0.25 0.5
r
1 1 1 1 1 1 0 0 0 0 0

1.01 0.999901 0.999503 0.999005 0.997516 0.995037 -0.0001008.0-0.001 -0.0025 -0.005
1.02 0.999802 0.99901 0.998022 0.995062 0.990148 -0.0002 10.00.002 -0.005 -0.01
1.03 0.999704 0.998523 0.997048 0.992638 0.985329 -0.0003018.0-0.003 -0.0075 -0.015
1.04 0.999608 0.998041 0.996086 0.990243 0.980581 -0.0004020.0-0.004 -0.01 -0.02
1.05 0.999512 0.997563 0.995133 0.987877 0.9759 -0.0005 -B.062005 -0.0125 -0.025
11 0.999047 0.995246 0.990514 0.976454 0.953463 -0.001 50.0@.01 -0.025 -0.05
1.15 0.998603 0.993036 0.986121 0.965663 0.932505 -0.001507#6.0-0.015 -0.0375 -0.075
1.2 0.998178 0.990925 0.981933 0.955443 0.912871 -0.002 -0.00.02 -0.05 -0.1

1.3 0.99738 0.986967 0.974105 0.936514 0.877058 -0.003  -0.04%03 -0.075 -0.15
15 0.995954 0.979931 0.960265 0.903602 0.816497 -0.005 50.00.05 -0.125 -0.25

r. =(mean) price change for items that continue tstex

7.62 An awareness of the market conditions relatindgpéodommodities concerned is
instructive in understanding likely differencesweénr, andr,. The concern here is when
prices vary over the life cycle of the items. Thies,example, at the introduction of a new
model, the price change may be quite different fpsioe changes of other existing items.
Thus assumptions of similar price changes, evelm guality adjustment, might be
inappropriate. Greenlees (2000) gives the exanfgersonal computers: new computers
enter the market at prices equal to, or lower thaioes of previous models, but with greater
speed and capability. An assumption that r,could not be justified. He continues with the
example of apparel, in which new clothing enteesrtiarket at relatively high quality-
adjusted prices, while old, end-of-season or otgtgie clothes are being discounted. Again
there will be bias, as differs fromr..

7.63 Some of these differences arise because market®mamgosed of different segments
of consumers. Indeed, the very training of consumenketers involves consideration of
developing different market segments and ascritorepch appropriate pricing, product
quality, promotion and place (method of distribajie- the 4Ps of the marketing mix (Kotler,
1991). In addition, consumer marketers are taugptan the marketing mix for the life cycle
of items. Such planning allows for different inpofseach of these marketing mix variables
at different points in the life cycle. This inclu®rice skimming” during the period of
introduction, when higher prices are charged tonsidf the surplus from segments of
consumers willing to pay more. The economic thexdrgrice discrimination would also
predict such behaviour. Thus the quality-adjustecepchange of an old item compared with
a new replacement item may be higher than pricagdeof other items in the product
group. After the introduction of the new item itsces may fall relative to others in the
group. There may be no law of one price changdifterentiated items within a market.
Berndt et al(2003) clearly show how, after patents expire,ghee of branded prescription



pharmaceuticals can increase with the entry of gemeric pharmaceuticals at a lower price,
as particularly loyal, less price-sensitive custsmeaintain their al-legiance to the branded
pharmaceuticals.

7.64 There is thus little in economic or marketing thetar support any expectation of
similar (quality-adjusted) price changes for new agplacement items, as compared to other
items in the product group. Some knowledge of gadities of the particular market under
study would be helpful when considering the sulighbof this approach. Two aspects need to
be considered in any decision to use the imputapproach. The first is the proportion of
replacements; Table 7.2 provides guidance heres@bend is the expected difference
betweerriandr. It is clear from the above discussion that theeenaarkets in which they are
unlikely to be similar. This is not to say the nahshould not be used. It is a simple and
expedient approach. What arguably should not hajsoerat it is used by default, without

any prior evaluation of expected price changesthediming of the switch. Furthermore, its
use should be targeted, by selecting items expéatiedve similar price changes. The
selection of such items, however, should take agcolthe need to include a sufficiently
large sample so that the estimate is not subjamtdoie sampling error.

7.65 The manner in which these calculations are undentégkalso worth considering. In

its simplest form, the pro forma setting for thécakations, say on a spreadsheet, would
usually have each item description and its prieesmded on a monthly basis. The imputed
prices of the missing items are inserted into fhreadsheet, and are highlighted to show that
they are imputed. The need to highlight such prisesrst, because they should not be used
in subsequent imputations as if they were actuakpr Second, the inclusion of imputed
values may give a false impression of a larger $aipe than actually exists. Care should
be taken in any audit of the number of prices usdlde compilation of the index to code
such observations as “imputed”.

7.66 The method described above is an illustration sfi@t-run imputation. As is
discussed in paragraphs 7.165 to 7.173 below, teerstrong case for using short-run
imputations as against long-run ones.

Class mean imputation

7.67 The class mean (or substitution relative) methonglicit quality adjustment to
prices as used in the United States CPI is disdusg&chultz (1996), Reinsdorf, Liegey and
Stewart (1996), Armknecht, Lane and Stewart (1989, Armknecht and Maitland-Smith
(1999). It arose from concerns similar to thosesagred in the previous section, that
unusual price changes were found in the early doictory period, when new models were
being introduced, particularly for consumer durabMoulton and Moses (1997), using
United States CPI data for 1995 in their studyedésted products, found the average pure
price change to be only 0.12 per cent for idenitesths being repriced (on a monthly or
bimonthly basis), compared to an average 2.51 gr@rfor comparable substitutes — items
judged equivalent to the items they replaced. Tdreesponding average price change for
directly substituted quality-adjusted price changas 2.66 per cent. Thus, the price
movement of continuing items appears to be a flagredy for the pure price component of
the difference between old and replacement items.

7.68 The class mean method was adopted in the UnitedsST®I for cars in 1989 and was
phased in for most other non-food commaodities, tr@gg in 1992. It differed from the



overall mean imputation method only in the souaretlie imputed rate of price change for
the old item in period + 1. Rather than using the category index changi@jreed using all

the non-missing items in the category, the impuééd of price change was based on constant
quality replacement items — those items that wanlggd comparable or that were quality-
adjusted directly. The class mean approach wasasean improvement on the overall mean
imputation approach because the imputed price dsawgre based on items that had not just
been replaced, but whose replacement price haditeehizom a quality adjustment or the
new replacement item had been judged to be direottyparable. It may be the case,
however, that sufficiently large samples of compbraubstitutes or directly quality-adjusted
items are unavailable. Or it may be that the qualitjustments and selection of comparable
items are not deemed sufficiently reliable. In ttete, a targeted imputation might be
considered. The targeted mean is less ambitiotigint seeks only to capture price changes
of similar items, irrespective of their point irethife cycle. Yet it is an improvement on the
overall mean imputation, as long as sufficienthgé&asample sizes are used.

Compar ablereplacement

7.69 The comparable replacement method requires themdspt to make a judgement
that the replacement is of a similar quality to dhetitem and any price changes are untainted
by quality changes. For specialized chain stor@sainle 7.1(b), item 3 might be judged to be
comparable to item 2 and its prices in subsequentims might be used to continue the
series. The price of item 3 (6.5) in March wouldused as the price in March of item 2,
whose January to March price change would be & 3@0=1.0833 or 8.33 per cent. Lowe
(1999) notes the common practice of manufacturetslevision sets to change model
numbers with a new production run, though nothihgsgcally has changed, or when small
changes take place in specifications, such ag/geedf remote controls, or the number or
placement of jacks. The method of comparable reptant relies on the efficacy of the price
collectors and, in turn, on the adequacy of theifipations used as a description of the
items. Statistical agencies may rightly be wargarhple sizes being reduced by dropping
items for which prices need to be imputed, and afzry of the intensive use of resources to
make explicit estimates as outlined below. Theaisepriced items of a comparable
specification has much to commend it. If the gyadititems is improving, however, the
preceding item will be inferior to the current o@&antinually ignoring small changes in the
quality of replacements can lead to an upward ibifise index. The extent of the problem
will depend on the proportion of such occurrenties extent to which comparable items are
accepted as being so despite quality differencebitee weight attached to those items.
Proposals in Chapter 8 to monitor types of quadjustment methods by product area
provide a basis for a strategy for applying expldjustments where they are most needed.

Linked to show no price change

7.70 Linking attributes any price change between théasgment item in the current
period and the old item in the preceding periothtochange in quality. For example, in
Table 7.1(b), a replacement item 7 is selected fratapartment store for the missing March
item 6. Items 6 and 7 may be of different qualite price difference being quite large. The
change in price is assumed to be attributablecttaage in quality. An estimate is made for
p’2by equating it tg” to show no change, i.e., the assumed price of témFebruary is 14
in Table 7.1(b). There is thus assumed to be reemhange over the period February to

March for item 7. The January to March result fem 6 is (2712)x 14/14) 1.00,
indicating no change. For the period March to Agrdwever, the price of item 7 in March
can be compared with the imputgdfor Februaryand linked to the preceding results. So the



January to April comparison is composed of the danto February comparison for item 6,
linked to (multiplied by) the February to April cgarison for item 7This linking is
analogous to the procedures used for the chaingglaort-run framework discussed in
paragraphs 7.153 to 7.158 and 7.171 to 7.173 bdlbesmethod is born out of
circumstances where comparable replacement iteenscravailable and there are relatively
large price differences between the old and reptace items, these being from different
price bases and of different qualities. It is no$gble to separate out how much of this
difference is attributable to price changes and hawh to quality changes, so the method
attributes it all to quality and holds price comsta he method introduces a degree of undue
price stability into the index. It may well be tbase that the period of replacement is when
substantial price changes are taking place andhbaé are wrongly attributed to quality
changes by this method. Article 5 of the Europeamfission (EC) Regulation No. 1749/96
requires Member States to avoid “automatic linkirgtich linking is equivalent to the
assumption that the difference in price betweendwaxessive models is wholly attributable
to a difference in quality (Eurostat, 2001a, p.)125

Carry-forward

7.71 With the carry-forward method, when an item becooresvailable, say in peridd

the price change calculation uses thetdldorice, simply carried forward as if there weee n
change. Thus from Table 7.1(a) for specializedrcktores for the period January to March,
the Jevons and Dutot indices (Chapter 20) are:

12
P( p1 ’ ps) :[(p13/ p11 % p22/ p21) and

P (p',p%) =[(p™ + p*) I(p™ + p*)] (7.18)
with p? filling in for the missingp® Thisintroduces undue stability into the index, which is
aggravated if the old pricg??, continues to be used to fill in the unobservedgwiin
subsequent periods. It induces an inappropriatauatrad stability into the index and may
give a misleading impression of the active samizle. § he practice of the carry-forward
method is banned under Article (6) of the EC RefijuiaNo. 1749/96 for Harmonized
Indices of Consumer Prices (Eurostat, 2001a, p). T26use this method an assumption is
made that the price from this outlet would not e his method should only be used if it
is fairly certain that there would be no price ajpan

Explicit methods of quality adjustment

7.72 The aforementioned methods do not rely on exphéirmation on the value of the
change in qualityA(2). This section discusses the following methods itblg on obtaining
an explicit valuation of the quality difference:pext judgement; quantity adjustment;
differences in production or option costs; andhbdonic approach.

Expert judgement

7.73 Hoven (1999) describes comparable replacemensps@al case of subjective
quality adjustment, because the determination @fiyet equivalence is based on the
judgement of the commodity specialist. One objectmsubjective methods is the inability
to provide results that can be independently rafdid. Yet in comparable replacement, and
for the selection of representative items, a suiveelement is part of normal procedure.
This is not, of course, an argument for expandmgguse of subjective methods.

7.74 Hoffman (1999) describes a possibly unique altévradbr quality adjustment of
replacement items in the German CPI. When a neduatas more expensive than the item



it replaces, a flexible adjustment factor can beleged, attributing none, some, or all of the
price difference to improved quality. In particylathen no precise information is available
on which to make a quality determination, it isrpessible for an adjustment to be made of
50 per cent of the price difference. The guidelingsd in Germany since 1997 replaced
flawed procedures in which the particular methdussen for individual quality adjustments
depended on the difference in price alone. As Haffmnotes, however, even in the current
approach no quality adjustment is made if the riemiis less expensive than the old.
Consequently, problems could arise if an increaspiality were accompanied by a decrease
in price (orvice versa The methods used in the German CPI are needsdibe quality
adjustments for most goods are made not in thealeDPI office but by price collectors in
the field. Wide use of the hedonic and productiost @pproaches is precluded under these
conditions. Thus, the organizational structurehef statistical agency, as well as its funding
level, will necessarily influence its choice of tjtyaadjustment methods.

7.75 Reports by consumer associations and product di@isan consumer magazines are
not advised by Turvey (1998), who cites a studyciluorrelated quality ratings and prices
for 135 products categories usi@gnsumer Report3he average correlation was 0.26, with
over half having a positive association, just avéhnird no association and the rest a negative
one. He also argues against “best buy” estimatesvware expert views as to what a
sensible consumer should pay, as opposed to wiaatainket price will be (see also Combris,
Lecocqs and Visser, 1997).

7.76 The use of expert views as to consumer calculatimang be appropriate for highly
complex items where alternative methods are nailiésa Experts should be guided with
regard to the nature of the estimate required. Nftaa one expert should be chosen and,
where possible, the experts should be from diffelb@skgrounds. It is also advisable to give
the experts some indication of the interval in viahiiceir estimate should lie. The well-known
Delphi method (for example, see Czinkota and Roréai 1997) may be applicable. In this
approach a panel of experts never meet, to avgidlmndwagon” effect regarding their
estimates. They are asked to provide an estimateeaiverage response and the range of
likely responses. The median is taken of thesenastis and any estimate that is considered
extreme is sent back to the expert concerned, vasked to account for possible reasons
behind the difference. It may be that the particabpert has a useful perspective on the
problem, which the other experts had not considdfélde expert argues the case
convincingly, the response is fed back to the pama are asked if they wish to change their
views. A new median is taken, and further iteratiane possible. The Delphi method is time-
consuming and expensive, but it reflects the caszlad in such matters. If an adjustment is
required for a product area with a large weightmthe CPI, and no other techniques are
available, it is a possible alternative.

Quantity adjustment

7.77 Quantity adjustment is one of the most straightBoohexplicit adjustments to
undertake. It is applicable when the size of tiaement item differs from that of the
available item. In some situations there is a tgadiailable quantity metric that can be used
to compare the items. Examples are the numberitd umna package (e.g., paper plates or
vitamin pills), the size or weight of a containerd., kilogram of flour, litre of cooking oil),

or the size of sheets or towels. Quantity adjustrteeprices can be accomplished by scaling
the price of the old or new item by the ratio ofqtities. The index production system may
do this scaling adjustment automatically, by cotimgrall prices in the category to a price



per unit of size, weight or number. Scaling is imignt. For example, if cooking oil is now
sold in 5 litre containers instead of 2.5 litre snie should not be the case that prices have
doubled.

7.78 There is, however, a second aspect. In the phauheakcontext, for example, prices
of bottles of pills of different sizes differ. A tile of 100 pills, each having 50 milligrams of

a drug, is not the same as a bottle of 50 pillsadf milligrams, even though both bottles
contain 5,000 milligrams of the same drug. If thisra change, say, to a larger size container,
and aunit price decrease of 2 per cent accompanies thiggehémen it should not be

regarded as a price fall of 2 per cent if consurgars less utility from the larger and more
inconvenient containers. In practice it will befdifilt to determine what proportion of the
price fall is attributable to quality and what poofon to price. A general policy is not to
automatically interpret unit price changes aridmogn packaging size changes as pure price
changes, if contrary information is available.

7.79 Consider a further example: a branded bag of fiweviously available in a 0.5
kilogram bag priced at 1.5 is replaced by a 0.Tégkam bag priced at 2.25. The main
concern here is with rescaling the quantities. Mle¢hod would use the relative quantities of
flour in each bag for the adjustment. The pricey have increased by [(2.25/1.%X)100 =
150] 50 per cent but the quality-adjusted prices (rices adjusted by size) have remained
constant [(2.25/1.!%(0.5/0.75*100=100]. The approach can be outlined in a maeocshte
manner by recourse to Figure 7.1. The concernibavéh the part of the unbroken line
between the (price, quantity) coordinates (1.5) arfsl (2.25, 0.75), both of which haweit
prices of 3 (price = 1.5/0.5 and 2.25/0.75). Tradreuld be no change in quality-adjusted
prices. The symbdk denotes a change. The slope of the linevidhich isApricelAsize =
(2.25-1.5)/(0.75-0.50)=3, i.e., the change in paagsing from a unit (kilogram) change in
size. The quality- (size-)adjusted price in pettiddof the oldm bag is:
pit = pt +pAsize= 1.5+ 3 (0.75-0.5) = 2.

The quality-adjusted price change shows no chaagbefore:

p./ Pt =225/225=100
The approach is outlined in this form so that it ba seen as a special case of the hedonic
approach (discussed below), where price is ref@@dnumber of quality characteristics of

which size may be only one.

Figure 7.1 Quality adjustment for different sizéshs
2.5 7
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Aprice

(7.19)

."/ f=Apriced Asize
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Size in kilegrars

7.80 The method can be seen to be successful on irdgtounds as long as the unit price



of different-sized bags remains constant. If thedwwas from the replacement of the 0.5
kilogrambag to a 0.25 kilogramne priced at 0.75, as shown by the continuation to
coordinate (0.75, 0.25) of the unbroken line inufey7.1, the quality-adjusted prices would
again not change, assuming, however, that thgkilagram) prices were 5, 3 and 3 for the
0.25, 0.5 and 0.75 kilograbags, respectively, as shown in Table 7.3 andgarei7.1
(including the broken line). Then the measure @ligyradjusted price change would depend
on whether the 0.5 kilograbag was replaced by the 0.25 kilograne (a 67 per cent
increase) or the 0.75 kilograbme (no change). This is not satisfactory becausehoice of
replacement size is arbitrary. The rationale belfiedquality adjustment process is to ask:
does the difference in unit price in each caseceflifferent levels of utility? If so,
adjustments should be made to the unit pricesitg hem into line. If not, adjustments
should be made to the unit prices for that propartttributable to differences in utility
gained from, say, more convenient packaging oattaélability of smaller lots. It may be
obvious from the nature of the product that an iparokaged in a very small size with a
disproportionately high unit price carries an urallguhigh profit margin, and that an
appropriate replacement for a large-sized item dook be this very small one.

Table 7.3 Example of size, price and unit priceads of flour

Size First price [First unit Second Second unit
(kilograms) price price price

0.25 0.75 3 1.25 5

0.5 1.50 3 1.50 3

0.75 2.25 3 2.25 3

Differencesin production or option costs
7.81 A natural approach to quality adjustment is to atdjbe price of an old item by an
amount equal to the resource costs of the addltfeatures of the new item; i.e., to compare
relative prices using:

P/ B’ where Pr =Py X (7.20)
andx is the value of the additional features in petiddprices. This value should be a
consumer’s valuation, reflecting the additionairlof services or utility. One source of data
is the manufacturers. They would be asked to peogiEta on production costs, to which
retail mark-ups and associated indirect taxes wbalddded. This approach is most
practicable in markets where there is a relatigatall number of manufacturers, and where
updates of models are infrequent and predictabtly works if there is good
communication between manufacturers and the statisigency staff. It is particularly
suitable when the quality adjustments are alsogbeidertaken to calculate the producer
price index (PPI) or other price programmes. Green(2000) provides an example for new
trucks and motor vehicles in the United States9®9l Just prior to the introduction of the
annual models, BLS staff visit selected manufactut@ collect cost information. The data
are used in the PPI and International Comparisogr@mmes as well as in the CPI, and the
information-gathering activity is a joint operatiohthe three programmes. Allowable
product changes for the purpose of quality adjustmmclude occupant safety
enhancements, mechanical and electrical improvesterdverall vehicle operation or
efficiency, changes that affect length of service@ed for repair, and changes affecting
comfort or convenience.

7.82 Bearing in mind the caveat in paragraph 7.30, theycer orientation of the PPI
implies that resource cost is the appropriate reoiefor quality adjustment to prices



(Triplett, 1983). One distinction, then, betweea tise of producer cost estimates in the CPI
and PPI is that only the former programme will aelhil mark-ups and indirect taxes.
Another important difference may occur in situasavhere product improvements are
mandated by government. Some of these mandatedwerpents provide no direct benefit to
the purchaser. In these cases it is appropriateate a quality adjustment to prices for the
associated resource cost in the PPI, but not iC®le where the appropriate criterion is user
value.If only production cost data are available, thaimestes of the retail mark-up must
take into account the (average) age of the mod&lsruconsideration. Mark-ups will
decrease as models come to the end of their IgesyTherefore, mark-ups based on models
at the end of their life cycle should not be applie the production costs of models at the
start of their life cycle.

7.83 Because of these difficulties in using the produttiost approach, the option cost
method is generally preferred. Often it is theilgtace of an option that is available and this
of course includes the mark-up for profit. Considerexample of thprice of an option

being used to adjust for quality. Let the pricesdo item in periods1 andt be 10,000 and
10,500, respectively, but assume the price in perno for the item with a new feature or
“option”, and let the price of the additional femun period be known to be 300. Then the
price change would be 10,200/10,000=1.02 or 2.@eet. The adjustment may take a
multiplicative form (see paragraphs 7.39-7.40 alpowe additional option is worth
300/10,500=0.028571 of the peribdrice. The adjusted price in peritd is therefore

10000x1.02857%10,285.71 and the price change 10,500/10,285.026833 or about 2.08

per cent. If in subsequent periods either of tlesments changes, then so too n Pnt-1

for those comparisons. The option cost methodus thmethod for use in stable markets with
stable technologies. Alternatively, it may be prabde to estimate a one-off adjustment to the
preceding base period price and then compare ladlesjuent prices with the new option to
this estimate; i.e. 10,500/10,300=1.019417 or apprately 2 per cent.

7.84 Option costs are thus useful in situations in whighold and new items differ by
quantifiable characteristics that can be valuethametary terms by reference to market
prices. For example, nuts may be available roasteshroasted, and food items may be
available cooked or uncooked. Consider the adddfamnfeature to a car model. The feature
may have been available as an option either iptioe period or currently for other models,
providing an absolute or proportional consumer atun. Armknecht and Maitland-Smith
(1999) note that when radial tyres became a stdrfdature on new cars, the price of adding
optional radial tyres was used to determine théityusdjustments in the United States CPI.
The valuation of a quantifiable product feature rhayreadily available from the comparison
of different product prices. Turvey et al. (1988)egthe example of whiskies of different
proofs (percentage alcohol content). The qualijysithent for a change in the alcohol
content of one product may be inferred from theketarelationship between proof and price.

7.85 Consider the addition of a feature to a produay-an installed automatic ice-maker
in a refrigerator (Shepler, 2000). Refrigeratons ba sold as standard or with an installed
automatic ice-maker. The price collector may alwagge collected prices on the standard
model, but this may no longer be in productionngeieplaced by a model with an installed
automatic ice-maker. The cost of the option is thnmwvn from before and a continuing
series can be developed by using equation (7.20%iamply adjusting the old price in the
base period for the option cost. Even this proogsg have its problems. First, the cost of
producing something as standard may be lower thenw was an option, all new



refrigerators now having the installed automatesisaker. This saving may be passed on, at
least in part, to the consumer. The option coshowetvould thus understate a price increase.
Triplett (2002) cites a study by Levy et 1999) in which a car theft system was installed a
standard but disabled when the option was not reduit was seemingly cheaper to produce
this way. Second, by including something as stahttad consumer’s valuation of the option
may fall since buyers cannot refuse it. Some comessimay attribute little value to the

option. The overall effect would be that the estamaf the option cost, priced for those who
choose it, is likely to be higher than the implaverage price consumers would pay for it as
standard. Estimates of the effect on price ofdssrepancy should in principle be made,
though in practice are quite difficult.

7.86 Option cost adjustments can be seen to be similguantity adjustments, except that

instead of size being the additional quality featof the replacement, the added quality can
. o . pt / [':‘)t—l [':‘)t 1 - pt—l + IBAZ
be any other individual feature. The comparisoi *n* "m where *¥m m for

—[t _ St-1
an individualz characteristic Wher,AZ_(Zn Zm ) The characteristics may be the size of the

random access memory (RAM) of a personal comp&€) (vhen a specific model of PC is
replaced by a model that is identical except feramount of RAM it possesses. If the
relationship between price and RAM is linear, thewee formulation is appropriate. Many
web pages give the price of additional RAM as béugpendent of other features of PCs,
and a linear adjustment is appropriate. Bear irdrithiat a linear formulation values the worth
of a fixed additional amount of RAM to be the samespective of the amount of RAM the
machine possesses.

7.87 The relationship may, of course, be non-linear., &&yexample, for every additional
1 unit ofx, y increases by 1.5 ur,(,',Bz 1015). In this case,
P = P, B (7.21)

t At-1
for P /P as a measure of quality-adjusted price changesinAgez change may reflect
the service flow, but the non-linearity in the jgrz relationship may reflect the increasing or
decreasing utility to the scale of the provisioosgession of the characteristic in up-market
models of the item may be priced at a higher tze in a lower-priced one, i.6= 1 in
equation (7.21).

7.88 Consider Figure 7.1 with thecharacteristic being the option on the horizoatas.

The similarity between the quantity adjustment treoption cost approaches is apparent
since both relate price to some dimension of quadlite size or the option. The option cost
approach can be extended to more than one quatigngion. Both approaches rely on the
acquisition of estimates of the change in priceltesy from a change in the option or size:
the S slope estimates. In the case of the quantity &dprst, this was taken from an item
identical to the one being replaced, aside fronfdloethat it was of a different size. Tffe
slope estimate in this case was perfectly idemwtifiem the two pieces of information. It is as
if the nature of the experiment controlled for o in the other quality factors by
comparing prices of what is essentially the sarmggthxcept for the quantity (size) change.

7.89 The same reasoning applies to option costs. Thayeb®, for example, two items,
identical but for the possession of a feature. @li®ws the value of the feature to be
determined. Yet sometimes the value of a featuggtion has to be extracted from a much
larger data set. This may be because the quaiitgrkion takes a relatively large range of



possible numerical values without an immediatelyiobs consistent valuation. Consider the
simple example of only one feature varying for adurct, the speed of processing of a PC. It
is not a straightforward matter to determine thee®f an additional unit of speed. To
complicate matters, there may be several qualitedsions to the items and not all
combinations of these may exist as items in theketan any one period. Furthermore, the
combinations existing in the second period beingmared may be quite different to those in
the first. Considering these aspects leads to & gpemeral framework, known as the hedonic
approach.

Hedonic approach

7.90 The hedonic approach is an extension of the twogalieg approaches in that, first,
the change in price arising from a unit changeuality — the slope of the line in Figure 7.1 —
is now estimated from a data set comprising pracesquality characteristic values of a
larger number of varieties. Second, the qualityatizristic set is extended to cover, in
principle, all major characteristics that mightiigince price, rather than just the quantity or
option adjustment. The theoretical basis for hedoegressions will be covered in Chapter
21 and is briefly reviewed below, following an exaebased on personal computers.

7.91 It should be noted that the method requires ameida of the data set to include
values of the price-determining quality charactassfor each item. Under the matched
models method each price collector needed onlplleat sufficient data on each model to
allow the model to be identified for subsequenticdpg. The extension required in the
hedonic approach is that all price-determining abtaristics should be collected for each
model. Checklists for the characteristics of a paddhave been found by Merkel (2000) to
improve the quality of data collected, as well @vmg the needs of hedonic adjustments
(see also Chapter 6 on price collection and Lie@894). If an item goes missing, any
difference in the characteristics of its replacenuam be identified and, as will be shown, a
valuation can be ascribed to such differences usi@dnedonic approach.

Figure 7.2 Scatter diagram showing prices and g speeds of personal computers
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7.93 Appendix 7.1 to this chapter provides data takemfthe United Kingdom Compagq
and Dell web sites in July 2000 on the prices dratacteristics of 64 desktop personal
computers (PCs). Figure 7.2 is a scatter diagramtoacted from this information, relating
the price (£ sterling) to the processing speed (MHzs apparent that PCs with higher
speeds command higher prices — a positive reldtipnsinder the option cost framework
above, a switch from a 733 MHz to a 933 MHz PC wanlolve a measure of the slope of
the line between two unique points. The approaghires that there are 733 MHz and 933
MHz PCs that are identical except for their prosesspeed. From Figure 7.2 and Appendix
7.1 it is apparent that there are several PCstivtlsame speed but different prices, resulting



from the fact that other things differ. To estimtte value given to additional units of speed,
an estimate of the slope of the line that bestliiégsdata is required. In Figure 7.1 the actual
slope was used; for the data in Figure 7.2 an astimf the slope needs to be derived from an
estimate of the equation of the line that besttfiesdata, using ordinary least squares
regression. Facilities for regression are availablstandard statistical and econometric
software, as well as spreadsheets. The estimatear) equation in this instance is:

Price=- 658436+ 3261Speed R?= 0820 (7.22)

The coefficient of speed is the estimated slop@iine: the change in price (£3,261)
resulting from a 1 MHz change in speed. This candsal to estimate quality-adjusted price

changes for PCs of different speeds. The vallR®)fndicates that 82 per cent of price
variation is explained by variation in processipged. At-statistic to test the null hypothesis
of the coefficient being zero was found to be 18r88ourse to standard tablestestatistics
found the null hypothesis was rejected at a 1 pat level. The fact that the estimated
coefficient differs from zero cannot be attributedsampling errors at this level of
significance. There is a probability of 1 per ctvat the test has wrongly rejected the null
hypothesis.

7.93 The range of prices for a given speed — for exargl®33 MHz — can, however, be
seen from Appendix 7.1 to be substantial. Theeepsce range of about £1,000, which
suggests that other quality characteristics maypwaved. Table 7.4 provides the results of a
regression equation that relates price to a numwibguality characteristics using the data in
Appendix 7.1. Such estimates can be provided bndsta statistical and econometric
software, as well as spreadsheets.

7.94 The second column provides the results from a tinegression model, the dependent
variable being price. The first variable is (praa®@3 speed, with a coefficient of 2.731 — a
unit MHz increase in processing speed leads tcsamated £2.731 increase (positive sign)
in price. A change from 733 MHz to 933 MHz wouldJ@ued at an estimated 20@.731 =
£546.20. The coefficient is statistically signifinta- its difference from zero (no effect) not
being attributable to sampling errors at a 0.1gest level of significance. This estimated
coefficient is based on a multivariate model: ithis effect of a unit change in processing
speed on price, having controlled for the effeabtbier variables in the equation. The
preceding result of 3.261 in equation (7.22) wasedaon only one variable, and is different
from this improved result.

7.95 The brand variables are dummy intercepts takingesabf 1 for, say, a Dell
computer, and zero otherwise. While brands areémthiemselves quality characteristics,
they may be proxy variables for other factors sagheliability or after-sale service. The
inclusion of such brand dummies also goes sometavagrds reflecting segmented markets
as communities of buyers, as discussed in Chafite®ithilar dummy variables were used
for the other makes or brands (Compaq PresaricCantpaq Presignia), except for one
brand (Compaqg Deskpro) which, in this case, wasrta& form the benchmark against which
other models are compared. The coefficient of te#k Brand is an estimate of the difference
between a Dell brand’s worth and that of a Compagkipro, other variables being constant,
i.e. £1,330.78 cheaper. Similarly, an Intel PentlUirnommands an estimated £282.78
premium on an AMD Athlon.

7.96 The estimate for processor speed was based offodd@all and Compaq PCs. If the



adjustment for quality is between two Dell PCsnight be argued that data on Compaq PCs
should be ignored. Separate regressions couldtimea¢sd for each make, but this would
severely restrict the sample size. Alternativelyjrderaction term or slope dummy can be
used for variables which are believed to have endisve brand-interaction effect. An
example of such a dummy would be, say, Dell * Spedtich takes the value of “speed”
when the PC is a Dell and zero otherwise. The mefit of this variable (see Table 7.4) is
1.714; it is an estimate of the additional (positsign) price arisinpr a Dell PCover and
above that already arising from the standard valnaif a 1 MHz increase in speed. For Dell
PCs itis £2.731 + £1.714 = £4.445. Thus if thdaegment Dell PC is 200 MHz faster than

the unavailable PC, the price adjustment to thevaiteble PC is to ad 200x £4465 = £893,
Interactive terms for other variables can simildréydefined and used. The estimation of
regression equations is easily undertaken usingaguoetric or statistical software, or data
analysis facilities in spreadsheets. An explanabiotine techniques is given in many texts,
including Kennedy (1998) and Maddala (1988). In @ba21, econometric concerns
particular to the estimation of hedonic regressemesdiscussed.

7.97 The valueR?is the proportion of variation in price explainegthe estimated
equation. More formally, it is 1 minus the ratiotb&é variance of the residuals,

N [ At at)? N [ At =t)2
zizl( B p) / N, of the equation to the variance of pricz‘:,l( B p) / N. The bar on
the termR? denotes that an appropriate adjustment for degrefesedom is made to this
expression, which is necessary when comparing eosatith different numbers of

explanatory variables. At 0.934 (see Table 7.43,\A$iueﬁ2 is very high. A high value of

R? can, however, be misleading for the purpose ofityuadjustment. First, such values
indicate that the explanatory variables accountrfoch of the price variation. This may be
over a relatively large number of varieties of geauthe period concerned. This, of course,
is not the same as implying a high degree of ptiedidor an adjustment to a replacement
item of a single brand in a subsequent time peRoddicted values depend for their accuracy
not just on the fit of the equation, but also omwHar the characteristics of the item whose
price is to be predicted are from the means ok#mple. The more unusual the item, the

higher the prediction probability interval. Secotite value R? indicates the proportion of
variation in prices explained by the estimated @équalt may be that 0.90 is explained while
0.10 is not explained. If the dispersion in pricesery large, this still leaves a large absolute

margin of prices unexplained. Nonetheless, a ﬁfhs a necessary condition for the use of
hedonic adjustments.

7.98 Hedonic regressions should generally be condudeta semi-logarithmic
formulation (Chapter 21). The dependent variabt@es(natural) logarithm of the price, but
the variables on the right-hand side of the equadi@ kept in their normal units, hence the
semi-logarithmic formulation. A double-logarithnfirmulation would also take logarithms
of the right-hand side variables. However, if any of theg@ariables are dummy variables
which take the value of zero in some instancesdthile-logarithmic formulation would
break down because logarithms of zero cannot entakhe focus is thus on the semi-
logarithmic form. This concern with linear and sdogarithmic formulations is equivalent to
the consideration of additive and multiplicativenfmlations discussed in paragraphs 7.39 to
7.40 above. A linear model would, for example, dxgcan extra £282.78 to a PC with an
Intel Pentium 11l as opposed to an AMD Athlon, spective of the price of the PC. This is
common in pricing strategies using the World WideBMMore often than not, however, the



same options are valued at a higher price for upgk@d@oods and services. In this case,
equation (7.22) for a multivariate model becomes:

Z z, Z z,
price =Po P Bz B’ B’ €

or In Price _InBy+z,InB,+z,InB,+z;In B, +....z In B, +In¢g (7.23)

Note that this is a semi-logarithmic form; loganith are taken of only the left-hand-side
variable, i.e., price. Each of tzeharacteristics enters the regression withoutrizavi
logarithms taken. This has the advantage of allgwitnmmy variables for the possession or
otherwise of a feature to be included on the riggntd side. Such dummy variables take the
value of one if the item possesses the featurearalotherwise. Matters relating to the
choice of functional form are discussed in moreaiti@ Chapter 21.

7.99 The taking of logarithms of the first equation @).2allows it to be transformed in the
second equation to a linear form. This allows tbe of a conventional ordinary least squares
(OLS) estimator to yield estimates of the logarishof the coefficients. These are given in
the third column of Table 7.4 and have a usefiddimterpretation: if these coefficients are
multiplied by 100, they are the percentage changwice arising from a 1 unit change in the
explanatory variable. For (processor) speed tleam iestimated 0.1364 per cent change in
price for each additional MHz the replacement iteam over and above the unavailable item.
When dummy variables are used, the coefficientgnwrhultiplied by 100, are estimates of

the percentage change in price, giver,(eﬁ_l)loo. For example, for a rewritable CD-RW
compared to a read-only CD-ROM the change in ps&916 per cent. There is some bias
in these coefficients; and in the (semi-) logariiheqguation, half the variance of each
coefficient should be added to the coefficient befasing it (Teekens and Koerts, 1972). For
a read-only CD-ROM, thestatistic is 2.88; this is equal to the coefficiditided by its
standard error, the standard error being 0.0898®/2.0.03096 and the variance: 0.03096
0.000958. The adjustment is to add 0.000958/20891.6, giving 0.089639 or 8.9639 per
cent.

Table 7.4. Hedonic regression results for Dell @othpaq personal computers

Dependent variable Price In price

Constar -725.996 (2.71)* 6.213 (41.95)**
Speed (processor, MF 2.731 (9.98)** 0.001364 (9.02)**
RAM (random access memory, V 1.213 (5.61) ** 0.000598 (5.00) **
HD (hard drive capacity, Ml 4517 (1.96) 0.003524 (2.76)*
Brand (benchmark: Compaqg Deskf

Compagq Presar -199.506 (1.89) -0.152 (2.60)*
Compag Prosign -180.512 (1.38) -0.167 (2.32
Dell -1,330.784 (3.74)** -0.691 (3.52)**
Processor (benchmark: AMD Athlc

Intel Celerol 393.225 (4.38)*** 0.121 (2.43)*
Intel Pentium 11 282.783 (4.28)** 0.134 (3.66)**
ROM-drive (benchmark: CD-ROM)

CD-RW (compact disk, re-writabl 122.478 (56.07)** 0.08916 (2.88)*
DVD (digital video drive 85.539 (1.5¢ 0.06092 1.99)*
Dell* Speed (MHz 1.714 (4.038)** 0.000820 (3.49)**
N 63 63

R? 0.934 0.934

T Read only memory.
Figures in brackets atestatistics testing a null hypothesis of the cagdfit being zero.
*x % and * denote statistically significant at 0.per cent, 1 per cent and 5 per cent levels,



respectively, tests being one-tailed.

7.100 The approach is particularly useful when the madaets not reveal the price of the
guality characteristics required for the adjustméfdrkets reveal prices of items, not quality
characteristics, so it is useful to consider iteass tied bundles of characteristics. A
sufficiently large data set of items with their ceteristics and sufficient variability in the
mix of characteristics between the items allowsh&eonic regression to provide estimates of
the implicit prices of the characteristics. Thedtyebehind such estimates is discussed in
Chapter 21. A number of ways of implementing thehoe are outlined below.

7.101 Some mention should first be made of the interpicetaof the coefficients from
hedonic regressions. The matter is discussed ail detChapter 21; only the conclusions are
summarized here. There used to be an erroneouspbiert that the coefficients from hedonic
methods represented estimates of user value asegpo resource cost. The former is the
relevant concept in constructing a consumer pndex, while for PPI construction it is the
latter. Rosen (1974) found that hedonic coeffigentay reflect both user value and resource
cost — both supply and demand influences. Thewhat is referred to in econometrics as an
identification problem; in other words, the obsehdata do not permit the estimation of the
underlying demand and supply parameters. Suppasehth production technology of sellers
is the same, but thdtuyers differ. Then the hedonic function descriltes prices of
characteristics that the firm will supply with tlggven ruling technology to the current
mixture of tastes. There are different tastes @dbnsumer side, so what appears in the
market is the result of firms trying to satisfy samer preferences for a constant technology
and profit level. The structure of supply is reeeaby the hedonic price function. Now
suppose that sellers differ, but that buyers’ taate the same. Here the hedonic fungb@h
identifies the structure of demand. Of these twssfile assumptions, uniformity of tastes is
unlikely, while uniformity of technologies is morkkely, especially when access to
technology is unrestricted in the long run. Grieeh(1988, p. 120) has argued in the context
of a consumer price index:

My own view is that what the hedonic approach tteedo is to estimate aspects of

the budget constraint facing consumers, allowirgdhy the estimation of “missing”

prices when quality changes. It is not in the bessnof estimating utility functions

per se though it can also be useful for these purposeshat is being estimated is

the actual locus of intersection of the demand esiof different consumers with

varying tastes and the supply curves of differeatipcers with possible varying

technologies of production. One is unlikely, theref to be able to recover the

underlying utility and cost functions from suchaatone, except in very special

circumstances.

It is thus necessary to take a pragmatic stanceamy cases the implicit quality adjustment
to prices outlined in paragraphs 7.44 to 7.71 mayifappropriate because the implicit
assumptions are unlikely to be valid. In such insts, the practical needs of economic
statistics require explicit quality adjustments.tNo do anything on the grounds that the
measures are not conceptually appropriate woultblignore quality change and provide
wrong results. Hedonic techniques provide an ingsdrtool, making effective use of data on
the price—quality relationship derived from othiems in the market to adjust for changes in
one or more characteristics.

7.102 The proper use of hedonic regression requires amieation of the coefficients of
the estimated equations to see if they make sénseght be argued that the very multitude



of distributions of tastes and technologies, alaip the interplay of supply and demand,
that determine the estimated coefficients (Cha@fier make it unlikely that “reasonable”
estimates will arise from such regressions. A fimay, for example, cut a profit margin
relating to a characteristic for reasons relatetbtm-run strategic plans; this may yield a
coefficient on a desirable characteristic that raagn be negative (Pakes, 2001). This does
not negate the usefulness of examining hedonicfictafts as part of a strategy for
evaluating estimated hedonic equations. Firstethas been extensive empirical work in this
field and the results for individual coefficientseafor the most part, quite reasonable. Even
over time individual coefficients can show quitesble patterns of decline (van Mulligen,
2003). Unreasonable coefficients on estimated

ltem/period | t t+2 equations are the exception and should be treated
| t t+2 . . .
9 P with some caution. Second, one can have more faith
m t 2 in an estimated equation whose coefficients make
pm pm . . .
. . s sense and which predicts well, than one which may
Pn Py also predict well but whose coefficients do not

make sense. Third, if a coefficient for a charastierdoes not make sense, it may be due to
multicollinearity, a data problem, and should beraied to see if this is the case (see
Appendix 21.1 to Chapter 21).

7.103 The implementation of hedonic methods to estimaity adjustments for matched
items which are no longer available is considereldw. Consider item§ m andn where
item | is available in periodsandt+2, the “old” itemm is only available in perioiand the
replacement item only in periodt+2. The items are defined by theiquality characteristics,

t t
item m for example being,Zm and the price of itenm in periodt is Pmas depicted below.
t+2

t
There is no problem with comparing the prio,'o,I ancP of matched items with
t+2

t
characteristic? with %, for they have the samequality characteristics. But there is a
problem with itemm. A hedonicimputationapproach would predict the price of iten's

characteristics in perioth2 at the characteristic prices taken from a hedoagression
At+2

estimated in periot2, i.e. P

At+2 t
In this case, itenm’'s characteristics are held constant in the corspal P/ P A similar
t+2 t
exercise can be conducted for the replacementritasing Po/Pn In this comparison, item
n's characteristics are held constant and compargerégodt+2 and period prices. These
imputation approaches are outlined below. Yet tieeeesecond approach, adjustmenbne.
Here the characteristics of the replacement iegne identified and compared with those of
t+2 _ St

the old itemm, (Zn Zm), and estimated coefficients from hedonic equatiased to

estimate the value of the changes. These two agipesahedonic imputations and hedonic
adjustments, are considered below in further defails “patching” of missing prices is quite
different from the use of hedonic price indicescdssed in paragraphs 7.132 to 7.149 and
Chapter 21. These use hedonic regressions to granddonic price indices of overall quality-
adjusted prices using a sample of all of the dataach period with no patching. The



“patching” of missing prices is a partial applicati of the hedonic approach, used in
imputations for missing items or on non-comparabf@acements for missing items when the
matched models approach is being used and an ifg&sis missing.

7.104 Hedonic imputation: Predicted vs. actualthis approach a hedonic regression of the
z,

natural logarithm of the price of modeh periodt on its characteristics s “ is estimated
for each month, using the equation:
K
Inp=4 + > Bu + &
k=1 (7.24)

Say the price of an itemm available in January (periaflis unavailable in March (period
t+2). The price of itenmn can be predicted for March by inserting the chiaréstics of the

old unavailable itenminto the estimated regression equation for Maacid, similarly for
successive months. The predicted price for thigteld in March and price comparison with
January (periot) are given, respectively, by:

B’ =exp B + X A | andd? 18, (7.25a)

That is, the old model’s price is predicted foripeit+2 and patched in. In the example in
n23 ~A24 ~n63 A6
Table 7.1(a).P 'P ,etc.ancP , P
61
and P respectively. The blanks for items 2 and 6 in €ahll(a) would be effectively filled
in by the estimated price from the regression equat

4 21
, etc. would be estimated and compared ' P |

7.105 An alternative procedure is to select for each aiable m item a replacement item
n. In this case the price ofin periodt+2 is known, and a predicted price fom periodt is
required. The predicted price for the new item #redrequired price comparison are:

p.=expg[ A + X A Z2] andd;? 1B, (7.25b)

That is, the new model's price is adjusted. In ttése the characteristics of itamare
inserted into the right-hand side of an estimatedrassion for period. The price

t
comparisons of equation (7.25a) may be weighte \,’,V'n»yas would those of its replaced price
comparison in equatior”.25b).

7.106 Another option is to take the geometric mean offtmeulations in equationg 25a)
and (7.25b) on grounds analogous to those discuss€tiapter 15 and by Diewert (1997)
with regard to similar index numbers.

7.107 Hedonic imputation: Predicted vs. predictddhis approach uses predicted values for,
At+2 | At

say, itern in bothperiods, e.g.,pn / Pn Consider a misspecification problem in the

hedonic equation. For example, there may be araictien effect between a brand dummy

and a characteristic — say for Dell and speedarettample in Table 7.4. Possession of both

characteristics may be worth more in terms of pfice semi-logarithmic form) than their

separate individual components (for evidence @rauttive effects see Curry et al., 2000).
t+2 § At
The use o Pr I'p, would be misleading since the actual price inrthmerator would

incorporate the 5 per cent premium, while the areligted from a straightforward semi-
logarithmic form would not. It is stressed thatantopting this approach, a recorded actual
price is being replaced by an imputation. Thisasdesirable, but neither is the form of bias
discussed above. Diewert (2002e) considers a sipriédblem and suggests an adjustment to



bring the actual price back in line with the hedoome.

The comparisons using predicted values in botlogsrare given as:
At+2
AR for the new item
t+2/ At
P/ Pm for the disappearing or old item, or

[(ptn+2/ pn)(sz/ )]/ (7.26)
as a geometric mean of the two.

7.108 Hedonic adjustmentdn this approach a replacement item is used apdi#ierences
between th& characteristics of the replacemenn, for example, periot+2 andmin period

t are ascertained. A predicted price ioadjusted to be compatible withis estimated for
At+2

periodt, i.e., Pm” and is compared with the actual pri pm where
t+2 — at+2 t+2 t+2 _
- pn exd_ Z an ka)J (727&)

or alternatlvely, a predicted price foradjusted to be compatible withis estimated for
t+2
periodt, i.e. Py is compared with the actual pri ! Pn where

Py = pmeXF{Z B3’ = mk)J (7.27D)

The adjustments here are undertaken using predielads. However, unlike the

At
formulations in equation (7.27b) for exampp,”, may be estimated by applying the subset of
thek characteristics that distinguishedrom n to their respective implicit prices in peribd

t
estimated from the hedonic regression, and adgitie price o P For example, if the

nearest replacement for item 2 is item 3, therctiggacteristics that differentiated item 3
31 21
from item 2 are identified and the price in theebperiod,P ", is estimated by adjustir P

using the appropriate coefficients from the hedoegression in that month. For example, for
washing machines, if item 2 had a spin speed ofrB80and item 3 a spin speed of 1,100
rpm, other things being equal, the shadow prica@f300 rpm differential would be

estimated from the hedonic regression IC’lewould be adjusted for comparison w pgs.

Note that if thez variables in the characteristic set are perfantligpendent of each other,

the results from this approach will be similarthoge from equation (7.25). This is because
interdependence between the variables on the higihd- side of the hedonic equation —
multicollinearity — leads to imprecise estimateshaf coefficients (see Chapter 21). Hedonic
imputations and adjustments of the form (7.25b) @n&7b) have an advantage over their
counterparts (7.25a) and (7.27a) since the regmessjuation does not have to be updated in
each period. However, (7.25b) and (7.27b) effetticempare a constant fixed basket of
current period characteristics while (7.25a) an@{@) compare a fixed basket of price
reference period characteristics. There is no reasprefer one to the other and if the
difference or spread between the two indices gelathis is reason for caution over the use of
one against a geometric mean of the two. Reguldating of hedonic regressions would be
likely to minimize spread.

7.109 Hedonic: Indirect adjustmenfn indirect adjustment may be made for the curren

period, which only requires the hedonic regressiobe estimated in the base peripdsing:
p.” . By

t

P P (7.28)




The first term is the change in price between tdeaad replacement items in periddand

t+2 respectively. But the quality of the item hasoathanged, so this price change needs to
be divided by a measure of the change in qualitig Jecond term uses the hedonic
regression in periotin both the numerator and denominator. The cdeffis — the shadow
prices of each characteristic — are held constdrd.predicted prices nevertheless differ
because different quantities of the characteristiesbeing inserted into the numerator and
denominator: the characteristics of the replacentemtn in the former and the old itemin
the latter. The measure is the change in price edteoving (by division) the change in
quantity of characteristics for each item at a tamisperiod price. Of course, conceptually,
the constant valuation by a peribe regression would be equally valid and a geometri
mean of the two ideal. However, if hedonic regm@ssicannot be run in real time this is a
compromise. As the spread between the current asel jperiod results increases, its validity
decreases. As such, the regression estimates diwulodated regularly using old and
current period estimates and results comparedsgntively as a check on the validity of the
results.

Limitations of the hedonic approach

7.110 The limitations of the hedonic approach should bené in mind. Some points are
summarized below (see also Chapter 21). Firstagipgoach requires statistical expertise for
the estimation of the equations. The availabilifyuser-friendly software with regression
facilities makes this less problematic. Statisteatl econometric software carries a range of
diagnostic tests to help judge if the final forntida of the model is satisfactory. These

include R* as a measure of the overall explanatory powehefequation, ané-test and-
test statistics to enable tests to be conductetb ashether the differences between the
coefficients of the explanatory variables are jgirgind individually different from zero at
specified levels of statistical significance. Mothese statistics make use of the errors from
the estimated equation. The regression equatiobearsed to predict prices for each item by
inserting the values of the characteristics of iteens into the explanatory variables. The
differences between the actual prices and thesigbee results are the residual errors. Bias
or imprecise, and thus misleading, results mayeafiem a range of factors including
heteroscedasticity (non-constant variances in #®duals suggesting non-linearities or
omission of relevant explanatory variables), a nomal distribution for the errors, and
multicollinearity, where two or more explanatoryriables are related. The latter in particular
has been described as the “bane of hedonic regnssgiTriplett, 1990). Such econometric
issues have been discussed in the context of hedegiiessions (Berndt, 1991; Berndt et al.,
1995; Triplett, 1990; Gordon, 1990; Silver, 1998dan Chapter 21) and more generally by
Kennedy (1998) and Maddala (1988). For the reasdmscussed above, when
multicollinearity is suspected, the use of predictalues rather than individual coefficients
is advised.

7.111 Second, the estimated coefficients should be uddaggularly. If the adjustment is to
the old model, then the price comparison is betwenprice of the old model in some
reference period adjusted for the quality diffeeeetween the old and new models, using
coefficients from an estimated hedonic equatiotheprice reference period as estimates of
the value of such differences, as in (7.27b). Therat first sight, no need to update the
estimated coefficients each month. Yet the valmatiba characteristic in the price reference
period may be quite out of line with its valuationthe new period. For example, a feature
may be worth an additional 5 per cent in the refeeeperiod instead of 10 per cent in the
current period, because it might have been intredust a discount at that point in its life



cycle to encourage usage. Continuing to use th#fideats from some far-off period to
make adjustments to prices in the current periodkis to using out-of-date base period
weights. The comparison may be well defined, bwmeHdatle meaning. If price adjustments
for quality differences are being made to the oéi in the price reference period using
hedonic estimates from that period, then there need to update the estimates if they are
considered to be out of date, say because of chguastes or technology, and splice the new
estimated comparisons onto the old. The regulaatipgl of hedonic estimates when using
imputations or adjustments is thus recommendedecssly when there is evidence of
parameter instability over time. Ideally a geonwetriean of either (7.25a) and (7.25b) or of
(7.27a) and (7.27b) should be used, but this requan updating of hedonic regressions in
real time.

7.112 Third, the sample of prices and characteristicsd use the hedonic adjustments
should be suitable for the purpose. If they aremakkom a particular outlet or outlet type,
trade source or web page and then used to adjmstaoraparable prices for items sold in
quite different outlets, then there must at leasth intuition that the marginal utilities for
characteristics are similar between the outletsimilar principle applies for the brands of

items used in the sample for the hedonic regresti@hould be borne in mind that hiB2
statistics do not alone ensure reliable result€hSugh values arise from regressions in
periods prior to their application and indicate f®portion of variation in prices across
many items and brands. They are not in themseluwegsasure of the prediction error for a
particular item, sold in a specific outlet, of aem brand in a subsequent period, though they
can be an important constituent of this.

7.113 Fourth, there is the issue of functional form ane thoice of variables to include in
the model. Simple functional forms generally worlelw These include linear, semi-
logarithmic (logarithm of the left-hand side) andublle-logarithmic (logarithms of both
sides) forms. Such issues are discussed in ChapteFhe specification of a model should
include all price-determining characteristics. Somhors advise quite simple forms with
only the minimum number of variables, as long &sptedictive capacity is high (Koskimaki
and Vartia, 2001). Shepler (2000) included 33 \deis in her hedonic regressions of
refrigerators — a fairly homogeneous product. Theskeided nine dummy variables for brand
and four for colour, five types of outlets, threegions as control variables, and 11
characteristics including capacity, types of icekara energy-saving control, extra drawers,
sound insulation, humidifier and fil-tration devicgypically, a study would start with a large
number of explanatory variables and a general enetrac model of the relationship, while
the final model would be more specific, having qgreg a number of variables. The dropping
of variables would depend on the result of expenting with different formulations, and
seeing their effects on diagnostic test statistieduding the overall fit of the model and the
accordance of signs and magnitudes of coefficiefits prior expectations. Reese (2000), for
example, started with a hedonic regression for ddhiStates college textbooks which
included about 50 explanatory variables, subsetjussduced to 14 such variables with little
loss of explanatory power.

7.114 Finally, Bascher and Lacroix (1999) list severauieements for successful design

and use of hedonic quality adjustment in the comsprice index, noting that these require

heavy investments over a long period involving:

» intellectual competencies and sufficient time toedep and re-estimate the model, and to
employ it when products are replaced,;



e access to detailed, reliable information on prodbetracteristics;
* asuitable organization of the infrastructure foltecting, checking and processing
information.

7.115 Hedonic methods may also improve quality adjustmetiie consumer price index

by indicating which product attributes dot appear to have material impacts on price. That
is, if a replacement item differs from the old itemly in characteristics that have been
rejected as price-determining variables in a hedstidy, this would support a decision to
treat the items as comparable or equivalent taraidde the entire price difference, if any,
as pure price change. Care has to be exercisettinanalysis because a feature of
multicollinearity in regression estimates is tha tmprecision of the parameter estimates
may give rise to statistical tests that do notateqeill hypotheses that are false, i.e., they do
not find significant parameter estimates that agriicant. The results from such regressions
can nonetheless provide valuable information orettient to which different characteristics
influence price variation, and this in turn canphiel the selection of replacement items.
Enhanced confidence in item substitution and thaityuadjustment of prices that arises from
using the hedonic approach, and the parallel remtuat reliance on “linking”, has been cited
as a significant benefit in terms of the reliakilif the measurement of price changes for
apparel in the United States consumer price inBexnsdorf, Liegey and Stewart, 1996).
The results from hedonic regressions have a rghtatpin identifying price-determining
characteristics and may be useful in the desiguafity checklists in price collection
(Chapter 6).

Choice between quality adjustment methods

7.116 Choice of method for quality adjustments to prisesot straightforward. The analyst
must consider the technology and market for eacimuadity and devise appropriate
methods. This is not to say the methods selectedn® product area will be independent of
those selected for other areas. Expertise builtsipg one method may encourage its use
elsewhere, and intensive use of resources for omenodity may lead to less resource-
intensive methods for others. The methods adojsterhdividual product areas may vary
between countries as access to data, relationglfitipshe outlet managers, resources,
expertise and features of the production, and niéokeéhe product vary. Guidelines on
choice of method arise directly from the featurethe methods outlined above. A good
understanding of the methods, and their implictt arplicit assumptions, is essential to the
choice of an appropriate method.

7.117 Figure 7.3 provides a guide to the decision-makirggess. Assume that the matched
models method is being used. If the item is matdbede-pricing, there being no change in
the specification, no quality adjustment is requuréhis is the simplest of procedures.
However, a caveat applies. If the item belongshayh-technology industry where model
replacement is rapid, the matched sample may beconepresentative of the universe of
transactions. Alternatively, matching may be uralehained framework, where prices of
items in a period are matched to those in the piegegperiod to form a link. A series of
successive links of matched comparisons combinexlibgessive multiplication makes up
the chained matched index. Or hedonic indices neaysled which require no matching. The
use of such methods is discussed in paragraph2 #13149. At the very least, attention
should be directed to more regular item re-sampl@antinued long-run matching would
deplete the sample and an alternative framewoldntg-run matching would be required.



7.118 Consider a change in the quality of an item andrassthat a replacement item is
available. The selection of a comparable item éostlume specification and the use of its
price as a&omparable replacemengéquire that none of the price difference is latttable to
quality. It also requires confidence that all praetermining factors are included in the
specification. The replacement item should alscelpeesentative and account for a
reasonable proportion of sales. Caution is requireen replacing near obsolete items with
unusual pricing at the end of their life cycleshngimilar ones that account for relatively low
sales, or with ones that have quite substantiakdalit are at different points in their cycle.
Strategies for ameliorating such effects are dsetdidelow and in Chapter 8, including early
substitutions before pricing strategies becomerdiks..

7.119 Figure 7.3 illustrates the case where quality déifees can be quantifiexplicit
estimatesre generally considered to be more reliablepalgh they are also more resource
intensive, at least initially. Once an approprigethodology has been developed, they can
often be easily replicated. General guidelinesaoee difficult here as the choice depends on
the host of factors discussed above, which ard¢ylikcemake the estimates more reliable in
each situation. Central to all of this is the qtyadif the data upon which the estimates are
based. If reliable data are unavailable, subjegtidgements may be used. Product
differences are often quite technical and veryidift to specify and quantify. The reliability
of the method depends on the expertise of the expad the variance in opinions. Estimates
based on objective data are thus preferred. @oadiuction cosestimates in industries with
stable technologies and identifiable constantlratark-ups and where differences between
the old and replacement items are well specifietlexthaustive are, by definition, reliable.
Estimates of the retail mark-up are, however, ptorerror and theption costapproach is
generally preferable. This requires that the old aew items differ by easily identifiable
characteristics which are or have been separatielgdas options.

7.120 The use ohedonic regression®r partial patching is most appropriate whereadat
price and characteristics are available for a rarigeodels and where the characteristics are
found to predict and explain price variability wigllterms of a priori reasoning and
econometric terms. Their use is appropriate whHezecost of an option or change in
characteristics cannot be separately identifiedresdto be gleaned from the prices of items
sold with different specifications in the markehelestimated regression coefficients are the
estimate of the contribution to price of a unitieg@ in a characteristic, having controlled for
the effects of variations in the quantities of otblearacteristics. The estimates are
particularly suited to valuing changes in the gyadf an item when only a given set of
characteristics changes and the valuation is redudar changes in these characteristics only.
The results from hedonic regressions may be ustatdet the salient characteristics for item
selection. The synergy between the selection ekpraccording to characteristics defined as
price determining by the hedonic regression, aed gubsequent use for quality adjustment,
should reap rewards. The method should be applieterthere are high ratios of non-
comparable replacements and where the differeretegebn the old and new items can be
well defined by a large number of characteristics.

7.121 If explicit estimates of quality are unavailableadano replacement items are deemed
appropriate, then imputations may be used. Theliseputationshas much to commend it
resource-wise. It is relatively easy to employ eutdfh some verification of the validity of the
implicit assumptions might be appropriate. It regsino judgement (unless targeted) and is
therefore objective. Targeted mean imputation égred to overall mean imputation as long



as the sample size upon which the target is basadequate. Class mean imputation is
preferred when models at the start of their lifeleg are replacing those around the end of
their life cycle, although the approach requiragthfan the adequacy of the explicit and
comparable replacements being made.

7.122 Bias from using imputation is directly related be fproportion of missing items and
the difference between quality-adjusted pricesvailable matched items and the quality-
adjusted prices of unavailable ones (see TablerrZage 110). The nature and extent of the
bias depends on whether short-run or long-run iatpmris are being used (the former being
preferred) and on market conditions (see paragrad® to 7.173). Imputation, in practical
terms, produces the same result as deletion afahre The inclusion of imputed prices may
give the illusion of larger sample sizes. Imputat® less likely to introduce bias where the
proportion of missing prices is low. Table 7.2 tenused to estimate likely error margins
arising from its use and a judgement can be made\akether they are acceptable. The use
of imputation across many products need not neagssampound the errors since, as noted
in the above discussion of this method, the dioactif bias need not be systematic. It is cost-
effective for product areas with a large numbemafsing items because of its ease of use.
But the underlying assumptions required by impatatnust be very carefully considered if it
is widely used. Imputation should by no means leotferall catch-all strategy, and
statistical agencies are advised against its uasdagault device without due consideration of
the nature of the markets, the possibility of targethe imputation and the viability of
estimates from the sample sizes involved if sudeting is employed.

7.123 If the old and replacement items are available kaneously, and if the quality
difference cannot be quantified, an implicit apmtoaan be used whereby the price
difference between the old and replacement itenasperiod in which they both exist is
assumed to be attributable to quality. Téverlapmethod, in replacing the old item by a new
one, takes the ratio of prices in a period to beeasure of their quality difference. It is
implicitly used when new samples of items are taldme assumption of relative prices
equating to quality differences at the time of spéce is unlikely to hold if the old and
replacement items are at different stages in tlieicycles and different pricing strategies are
used at these stages. For example, there may pedteunting of the old item to clear
inventories, and price skimming of market segmémds will purchase new models at
relatively high prices. As with comparable replaeets, early substitutions are advised so
that the overlap is at a time when items are ailairstages in their life cycles.

7.124 For the reasons discussed, the use oflittked to show no changaethod and the
carry-forward method is not generally advised for making quaditjustment imputations,
unless the implicit assumptions are deemed to he. va

Figure 7.3 Flowchart for making decisions on qyathange
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7.125 The measurement of price changes of items unatfdstejuality changes is primarily
achieved by matching models, the above technigeieg @pplicable when the matching
breaks down. But what of industries where the matchreaks down on a regular basis
because of the high turnover in new models of cfie qualities to the old ones? The
matching of prices of identical models over timgjts nature, is likely to lead to a seriously
depleted sample. There is both a dynamic univdra#t tems consumed and a static
universe of the items selected for repricing (Dal&98a). If, for example, the sample is
initiated in December, by the subsequent May tagcstiniverse will be matching prices of
those items available in the static universe imli2¢cember and May, but will omit the
unmatched new items introduced in January, Febydaych, April and May, and the
unmatched old ones available in December but ulabtaiin May. Two empirical questions



show whether there will be any significant biagskiis sample depletion substantial?
Substantial depletion of the sample is a necessarglition for such bias. Second, are the
unmatched new and unmatched old items likely teetgality-adjusted prices that
substantially differ from those of the matched isemthe current and the base periods?

7.126 The matching of prices of identical models overetimay lead to the monitoring of a
sample of models that is increasingly unrepresimetaf the population of transactions.
Some of the old models that existed when the samasedrawn are not available in the
current period; and new models that enter the saamg not available in the base period. It
may be that the models that are going out havévelga low prices, while the entrants have
relatively high ones. By ignoring these pricesjashs being introduced. Using old low-
priced items and ignoring new high-priced onesthasffect of biasing the index
downwards. In some industries, the new item mawytieduced at a relatively low price and
the old one may become obsolete at a relativelly pigce, serving a minority segment of the
market (Berndt et al., 2003). In this case, the biauld take the opposite direction. The
nature of the bias will depend on the pricing siy&ts of firms for new and old items.

7.127 This sampling bias exists for most products. Ourceon here, however, is with
product markets where the statistical agencie§irzdleng the frequency of new item
introductions and old item obsolescence sufficiehifjh that they may have little confidence
in their results. First, some examples of such pecodharkets will be given and then two
procedures will be considered: the use of hedomie pndices (as opposed to the partial,
hedonic patching discussed above) and chaining.

Some examples

7.128 Koskiméki and Vartia (2001) attempted to matchgsiof models of personal
computers (PCs) over three two-month periods (gpsammer and autumn) using a sample
of prices collected as part of standard price cttha for the Finnish consumer price index.
Of the 83 spring prices, only 55 matched compassmuld be made with the summer prices,
and then only 16 continued through to the autunme. Jample of matched pairs became
increasingly rapidly biased: of the 79 models & #utumn, the 16 matched ones had a mean
processor speed of 518 MHz compared with 628 MHzhe remaining 63 unmatched ones;
the hard disk sizes were, respectively, 10.2 and Gigabytes, and the percentages of high-
end processors (Pentium Il and AMD Atl.) were 25 pent and 49.2 per cent, respectively.
Hardly any change imatchedprices was found over this six-month period, whileedonic
regression analysis using all of the data foundityuadjusted price falls of around 10 per
cent. Instructions to price collectors to hold omtodels until forced replacements are
required may thus lead to a sample that is inang@sunrepresentative of the population and
is biased towards technically inferior variantsthis instance, the hedonic price changes fell
faster since the newer models became cheaperdaetivices supplied.

7.129 Kokoski et al. (1999) used hedonic regressionsierapirical study of inter-area
price comparisons of food products across urbamsdrethe United States using the United
States consumer price index data. They found atiwegagn on the coefficients of dummy
variables for whether or not the sample items Viren@ newly rotated samples (dummy
variable = 1) or samples prior to rotation (dumnayiable = 0). This indicated that quality-
adjusted prices were lower for the newly includedis compared with the quality-adjusted
prices of the old items.



7.130 Silver and Heravi (2002) found evidence of samggrddation when matching prices
of United Kingdom washing machines over a yearDBgember, only 53 per cent of the
January basket of model varieties was used foD#wember/January index, although this
accounted for 81.6 per cent of January expendiMoeglels of washing machines with lower
sales values dropped out faster. However, the rengamodels in December accounted for
only 48.2 per cent of the value of transactionB@tember. The active sample relating to the
universe of transactions in December had substiydieteriorated. The prices of unmatched
and matched models were found to differ, as wegg thintage and quality. Even when

prices were adjusted for quality using hedonicessglions, prices of unmatched old models
were found to be lower than matched ones, thecelagg evidence of higher prices for
unmatched new models. Quality-adjusted priceddster for the matched sample than for
the full sample: about 10 per cent compared withuafd per cent. Residuals from a common
hedonic surface and their leverage were also examifhe residuals from unmatched new
models were higher than matched ones, while relsidiean unmatched old models were
much lower. Unmatched observations had nearly tthie§unweighted) leverage as matched
ones — their influence in the estimation of theapagters of the regression equation was
much greater, and their exclusion more serious.

7.131 The above studies demonstrate how serious samgtadigion can occur and how
unmatched excluded items may be quite differemhfiecluded ones. Two procedures for
dealing with such situations will be considered: tise of hedonic price indices (as opposed
to the partial, hedonic patching discussed aboweé)chaining. Both rely on a data set of a
representative sample of items and their charatiesiin each period. Price collectors might
use a checklist of characteristics in gatheringdidua (Merkel, 2000). They will be asked to
collect prices and characteristics of more thanitame in each store, the items being the
major or typical ones sold. If a new item is intnodd which has or is likely to have
substantial sales, then it is included as a reptace or even addition, and its characteristics
are marked off against a checklist of salient ottarastics. The list will be developed at the
time of initiating the sample, and updated as megliAlternatively, market research
agencies, web pages and trade associations malyeatdale to provide lists of models and
their prices. Nevertheless, there is a need tecilfansaction prices, as opposed to list
prices.

Hedonic priceindices

7.132 It is important to distinguish between the use eddnic regressions to make
adjustments for quality differences when a non-caraple substitute is used, as in
paragraphs 7.90 to 7.115, and their use in their ight ashedonic price indicesyhich are
measures of quality-adjusted price changes. Hegwite indices are suitable when the pace
and scale of replacements of items are substd@cuse, first, an extensive use of quality
adjustments may lead to errors and, second, thplsanwill be from a matched/replacement
universe likely to be biased. With new models baiagtinually introduced and old ones
disappearing, the coverage of a matched samplaletayiorate and bias may be introduced
as the price changes of new/old models differ ftbase of the matched ones. What is
required is a sample to be drawn in each monthpaiod indices constructed; but instead of
controlling for quality differences by matchingethwill be controlled for, or “partialled

out”, in the hedonic regression. Note that allitidices described below use a fresh sample
of the data available in each period. If there mew item in a period, it is included in the
data set and its quality differences controlleddpthe regression. Similarly, if old items
drop out, they are still included in the data fue tndices in the periods in which they exist.



Paragraphs 7.110 to 7.115 stress the need foooantihe use of hedonic regressions for
quality adjustments; some of the theoretical armhemetric aspects are considered in
Chapter 21. This need for caution extends to tleeofishe results from hedonic indices, and
the discussion is not repeated here for the sakeeoity.

7.133 In Chapter 17, theoretical price indices are defiaed practical index number
formulae are considered as bounds or estimatdémsétindices. Theoretical index numbers
are also defined in Chapter 21 to include goodsemgudof tied characteristics, so something
can be said about how such theoretical indiceserétedifferent forms of hedonic indices. A
number of forms are considered in Chapter 21; #reysummarized below.

7.134 Hedonic functions with dummy variables for tirhae sample covers the two time
periods being compared, sbgndt+2, and does not have to be matched. The hedonic
formulation regresses the price of itemi, on thek=2,... K characteristics of the iterag. A
single regression is estimated on the data invilbetitne periods compared, the equation also
including a dummy variablB*? being 1 in period+2, zero otherwise:

K
Inp, =B,+BD"+3 Bz, +¢
R (7.29)

The coefficients; is an estimate of the quality-adjusted price cleamefween periotland

periodt+2. It is an estimate of the change in the logaritf price, having controlled for the
K

Z .
effects of variation in quality vi ,'gz “™* Note that an adjustment is requiredforthe
addition of ¥2(standard errénf the estimate, as discussed in Goldberger (1868)Teekens
and Koerts (1972). Two variants of equation (7 &@) considered. The first is the diréged
base versionthat compares periddvith t+2 as outlined; January—February, January—March,
etc. The second is a rollirdpained versiorvaluated for periotwith t+1; then again for+1
with t+2, the links in the chain being combined by susisesmultiplication. A
January—March comparison, for example, would bel#meiary—February index multiplied
by the February—March one. There is, of courdallyaconstrained versioma single
constrained regression for, say, January to Decewiltie dummy variables for each month,
but this is impractical in real time since it reps data on future observations.

7.135 The above approach uses the dummy variables ortdim@mpare prices in period 1
with prices in each subsequent period. In doindgls®; parameters are constrained to be
constant over the period being compared. A fixexebhilateral comparison using equation
(7.29) makes use of the constrained parameter a&stinover the two periods and, given an
equal number of observations in each period, @@ bf a symmetric average.dhained
formulation would estimatk 4 for example, ad14= 112" 123" I34.In each binary comparison
for matched data, equal weight is also given todéta in each period.

7.136 There is no explicit weighting in these formulasamnd this is a serious disadvantage.
In practice, “cut-off” sampling might be employexihclude only the most important items.

If sales data are available, a weighted least sgUaWLS) estimator should be used, as
opposed to an ordinary least squares (OLS) estitraie axiomatic in normal index number
construction that the same weight should not bergte each price comparison, since some
items may account for much larger sales revenuwesdthers. The same consideration
applies to these hedonic indices. Diewert (2002s)drgued for a preference for salakie
weights over quantity weights. Two items may haalesequal to the same quantity, but if
one is priced higher than another, its price chamsp@uld be accordingly weighted higher for



the result to be meaningful in an economic sendéitinally, Diewert (2002e) has shown
that valuesharesshould form the weights, since values will inceeas say period t+2, with
prices, the residuals and their variance thus bieigiger in period+2 than int. This
heteroscedasticity is an undesirable feature efjgession model, resulting in increased
standard errors. Silver (2002) has further shovah dhWLS estimator does not purely weight
the observations by their designated weights, ¢higahinfluence given being also the result
of a combination of the residuals and the leveedtgrt. The latter is higher as the
characteristics of the observations diverge froenaterage characteristics of the data. Silver
suggests that observations with relatively higletage and low weights be deleted and the
regression re-run.

7.137 Period-to-period hedonic indiceAn alternative approach for a comparison between
periodst andt+2 is toestimate a hedonic regression for petie2, and insert the values of
the characteristics of each model existing in gkrioto the period+2 regression to predict,

for each item, its price. This would generate prtaoins of the prices of items existing in
At+2

t t
periodt based on the Z characteristicsat periodt+2 shadow prices ,pi (z) . These prices
(or an average) can be compared with the actueg(or the average of prices) of models in

t t
periodt, Pi(z )as, for example, a Jevons hedonic base period:index
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7.138 Alternatively, the characteristics of models exigtin period+2 can be inserted into
a regression for periad Predicted prices of peridéli2 items generated at peribdhadow

(7.30a)

t t+2
prices, pi(z™) , are the prices of items existing in perte@ estimated at periddorices and

these prices (or an average) can be comparedhdthdtual prices (or the average of prices)
t+2

t+2
in periodt+2, P (z") ; @ Jevons hedonic current period index is:
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7.139 For a fixed base bilateral comparison using eidwration (7.30a) or equation
(7.30b), the hedonic equation is only estimatedfw period, the current perioe? in
equation (7.30a) and the base petiodequation (7.30b). For reasons analogous tcethos
explained in Chapters 15, 16 and 17, a symmetecage of these indices would have some
theoretical support.

I:)JHC =

(7.30Db)

7.140 Note that a geometric mean of (7.30) uses all H#ta dvailable in each period, as
does the hedonic index using a time dummy varigb(&.29). If in (7.29) there is a new item
in, say, period t+2, it is included in the dataaed its quality differences controlled for by



the regression. Similarly, if old items drop oty are still included in the indices in the
periods in which they exist. This is part of théumal estimation procedure, unlike using
matched data and hedonic adjustments on non-cobipaeplacements when items are no
longer available.

7.141 With the dummy variable approach, there is no expleighting in its formulation in
(7.29), and this is a serious disadvantage. Intisgccut-off sampling might be employed to
include only the most important items; or if expikmek data are available, a WLS as
opposed to an OLS estimator might be used, witlereatipure value shares as weights, as
discussed in Appendix 21.1 to Chapter 21.

7.142 Superlative and exact hedonic indices (SEHIChapter 17, Laspeyres and Paasche
bounds are defined on a theoretical basis, asupelative indices, which treat both periods’
data symmetrically. These superlative formulagarticular the Fisher index, are also seen
in Chapter 16 to have desirable axiomatic properi@rthermore, the Fisher index is
supported by economic theory as a symmetric aveshtiee Laspeyres and Paasche bounds,
being found to be the most suitable such averagexmmatic grounds. The Tdérnqvist index
is seen to be best from the stochastic viewpomtt,aso does not require strong assumptions
for its derivation from the economic approach asigerlative index. The Laspeyres and
Paasche indices are found to correspond to (be toaainderlying Leontief aggregator
functions with no substitution possibilities, whdaperlative indices are exact for flexible
functional forms, including the quadratic and ttagarithmetic forms for the Fisher and
Tornqvist indices, respectively. If data on pricgsaracteristics anguantities are available,
analogous approaches and findings arise for hedadices (Fixler and Zieschang, 1992 and
Feenstra, 1995). Exact theoretical bounds on arhedwadex have been defined by Feenstra
(1995). Consider the theoretical index in Chapi#&rehjuation (17.3), but now defined only
over items in terms of their characteristzcSThe prices (and quantities) are still of itemg, bu
they are wholly defined through their charactecgi (z). An arithmetic aggregation for a
linear hedonic equation finds a Laspeyres uppenti¢as quantities demanddecrease

With increasing relative prices) given by:

qut p|t+2 B N . t+2 ( dz)t+2)
Zqit p! ‘; ( j ( oz) )
=1 (7.31a)

where the right-hand-side expression is the réttbe cost of achieving a periddevel of

t — t
utility (ut), where utility is a function of the vector of quiies, i.e.,.Y ~ f(q ) The price
t
comparison is evaluated at a fixed level of petiqdantities, an¥ are the shares in total

N
S =P/ 4P
value of expenditure on produdn periodt, i= and

t+2 = plt+2 ZIBHZ t+2 _ thk)
(7.31b)

are prices in per|0d+2 adjusted for the sum of the changes in eachtgudlaracteristic
weighted by their coefficients derived from a linbadonic regression. Note that the
summation is over the same both periods, since replacements are includeghvan item
is missing and equation (7.31b) adjusts their grfoe quality differences.



7. 143 A Paasche lower bound is estimated as:

>qp )
iqq“z p! {Z ( pi H _CC((U“Z,pr(J(z)t))

= (7.32a)

% — th+2 t+2 th+2 t+2 p| = p| +Zﬁk(zt+2 ]k)
where and j (7.32b)
which are prices in perlodsadjusted for the sum of the changes in each guaidracteristic
weighted by its respective coefficients derivedrira linear hedonic regression.

=1

7.144 In Chapter 17 it is shown that LaspeyResand Paaschi price indices form bounds
on their respective “true” economic theoretic inelexsing similar reasoning to that in
Chapter 17 applied to equations (7.31a) and (7,32@gn be shown that under homothetic
preferences these true economic indices collapgeairingle theoretical indexp*?)/c(p),

and

R 2c(p"?)/c(p')z P (7.33)

7.145 The approach is akin to that used for adjustment®h-comparable replacement
items in equations (7.27a) and (7.27b), above. Hewedhe SEHI approach first uses all the
data in each period, not just the matched sampulesalected replacements. Second, it uses
the coefficients from hedonic regressions on chamgéhe characteristics to adjust observed
prices for quality changes. Third, it incorporageseighting system using data on the
expenditure shares of each model and their chaistate, rather than treating each model as
equally important. Finally, it has a direct corresgence to formulations defined from
economic theory.

7.146 Semi-logarithmic hedonic regressions would suppeteoff coefficients suitable for
use with these base and current period geometudso

N ( pit+2j§ . C u, F(Z)Hz . N ( pit+2j§
[] B! Clu, p(2) [] p! (7.34a)
p = exp[_Z Bi(zi? = 2]

p| t+2 — pt+2 exp[ ZIBHZ t+2 ]k)]
(7.34b)

7.147 In equation (7.34a) the two bounds on the respethigoretical indices have been
shown to be brought together under an assumptibiwmbthetic preference (see Chapter
17). The calculation of such indices is no smalktdor examples of their application, see
Silver and Heravi (2001a and 2003) for comparisores time and Kokoski et al. (1999) for
price comparisons across areas of a country. Koladskt. (1999) used a sample from a
replacement universe of otherwise matched data fhenunited States Bureau of Labor
Statistics consumer price index, though the saimg@hefited from rotation. Silver and Heravi
(2001a and 2003) used scanner data for the unieétsansactions via a two-stage procedure



in which cells were defined according to major erdetermining features such as all
combinations of brand, outlet type and (for tel®rissets) screen size — much like strata.
There may be a gain in the efficiency of the fiestimate since the adjustment is for within-
strata variation, much in the way that stratifiaddom sampling improves on simple random
sampling. The average price in each matched celtidben be used for the price
comparisons using equations (7.32a) and (7.34agpexhat — to ensure that the quality
differences in each cell from characteristics othan these major ones did not influence the
price comparison — adjustments were made for guetiinges using equations (7.32b) and
(7.34b). This allowed all matched, old unmatched mew unmatched data to be included
since, if the average price in, say, a cell of éigng7.32a) was increased because of the
inclusion of a new improved item, equation (7.3&ould be used to remove such
improvements, on averadgeonsider, for example, a brand X, 14-inch televiset with

stereo sound sold to multiple outlets. There mighinatched cells for brand X television sets
sold in multiples, but not matched cells also idahg stereo. The new model may have to be
grouped in a cell with the brand X, 14-inch telemssets sold in multiples, and the average
price of the cells compared in equation (7.32g)@4a), and making a quality adjustment
for the stereo in the form of equation (7.32b)4B{b). The estimated coefficient for stereo
would be derived from a hedonic equation estimét@u data of other television sets, some
of which possess stereo.

7.148 The above description illustrates how weighted xdember formulae such as
Laspeyres, Paasche, Fisher and Torngvist mightbstiwicted using data on prices,
quantities and characteristics of an item. Silvet Heravi (2003) show that as the number of
characteristics over which the summation takesepila@quations (7.32a) and (7.34a)
increases, the more redundant the adjustment iatiegs (7.32b) and (7.34b) becomes, until,
when all combinations of characteristics are useghuations (7.32a) and (7.34a) as strata,
the calculation extends to a matched models problemhich each cell uniquely identifies

an item. For matched data, equations (7.32b) a3dljy serve no purpose; the aggregation in
equations (7.32a) and (7.34a) would be over atisteand would reduce to the usual index
number problem. Diewert (2003a), commenting omtie¢hod, explains why, when matching
is relatively large, the results given are simitathose from superlative hedonic index
numbers.

7.149 Weighted index number formulae might thus be coiesdd using data on prices,
guantities and characteristics of an item wherdtita are not matched. This is because
continuing with matched data may lead to errorsiftavo sources: multiple quality
adjustments from items no longer available and then-comparable replacements; and
sample selectivity bias from sampling from a reptaent universe as opposed to a double
universe.

Thedifference between hedonic indices and matched indices

7.150 In previous sections, the advantages of hedonicesdver matched comparisons are
referred to in terms of the inclusion by the formméun-matched data. This relationship is
discussed more formally here. Triplett (2002) athaed Diewert (2002e) showed that an
unweighted geometric mean (Jevons) index for matcla¢a gives the same result as a
logarithmic hedonic index run on the same data.stem the matched sampteandZ*2and
Z'as overall quality adjustments to the dummy vadalibr time in equation (7.29), that is,

Z Bz

k=2 . The very first line in equation (7.35) below eg/n by Aizcorbe et al. (2001) to



equal the difference between two geometric measiality-adjusted prices. The sample
spacem = M' = M*2js the same model in each period. Consider thedntition of a new
modeln introduced in perioth 2 with no counterpart inand the demise of an old modael

so it has no counterparttin2. SoM™?is composed af andn, andM'is composed ofh and

0, while M consists only of the matched modeisSilver and Heravi (2002) have shown the
dummy variable hedonic comparison to now be:

x{m/(m+ o);ln(pﬁn - Zm)/ m+ o/(m+ o)gm(p; - Zo)lo}

{m/(m+ n);ln(pﬁ;2 - Zm)/ m-m/(m+ O)Zm:m(p:" - Zm)/ m}

><{n/(m+ n);In(p;” —Zn)/n—o/(m+ o)gln(p; —Zo)lo}

(7.35)

7.151 Consider the second expression in equation (7E3&), there is the change for tive
matched observations. This is the change in mdaagof matched modetsin periodt+2
andt, adjusted for quality. Note that the weight inipéit+2 for this matched component is
the proportion of matched to all observations inquet+2. Similarly, for period, the

matched weight depends on how many unmatched sleiredtions are in the sample. In the
last line of equation (7.35), the change is betweerunmatched new and the unmatched old
mean (quality-adjusted) prices in peridgé® andt. Thus matched methods can be seen to
ignore the last line in equation (7.35) and wilishdiffer from the hedonic dummy variable
approach in at least this respect. The hedonic duwamable approach, in its inclusion of
unmatched old and new observations, can be seendgoation (7.35) possibly to differ
from a geometric mean of matched prices changesxtent of any difference depending, in
this unweighted formulation, on the proportion®kf and new items leaving and entering
the sample and on the price changes of old andteevws relative to those of matched ones.
If the market for products is one in which old qtyahdjusted prices are unusually low while
new quality-adjusted prices are unusually highntee matched index will understate price
changes (see Silver and Heravi, 2002 and Berralt,é2003 for examples). Different market
behaviour will lead to different forms of bias.

7.152 If sales weights replace the number of observatioesjuation (7.35), then different
forms of weighted hedonic indices can be derivedxlained in Chapter 21. Silver (2002)
has also shown that the hedonic approach will diffan a corresponding weighted or
unweighted hedonic regression in respect of therbye and influence that the hedonic
regression gives to observations.

Chaining

7.153 An alternative approach to dealing with productthai high turnover of items is to
use a chained, say monthly, index instead of thg-term fixed base comparison. A chained
index compares prices of items in pertaglith periodt+1 (Index 1) and then, as a new
exercise, studies the universe of items in petrfddand matches them with items in period
t+2. These link§index .1 and Index;..) are combined by successive multiplication,
continuing to, say, Indexsto form Index.s. Only items available in both periadnd
periodt+6 would be used in a fixed base consumer pricexindensider the five items 1, 2,



5, 6 and 8 over the four months January—April,resvé in Table 7.1. The price index for
January compared with February (J:F) involves prmaparisons for all five items. For
February—March (F:M) it involves items 1, 4, 5 @dnd for March—April (M:A) six items:

1, 3, 4,5, 7 and 8. The sample composition chafogyesach comparison as old items
disappear and new items come in. Price indicedbearalculated for each of these successive
price comparisons using any of the unweighted féamdescribed in Chapter 21. The
sample will grow in size when new products appealr shrink when old products disappear,
changing in composition through time (Turvey, 1999)

7.154 Sample depletion may be reduced in long-run corapasi by the judicious use of
replacement items. As discussed in Chapter 8, hervéive replacement sample would only
include a new item as and when a replacement wedede irrespective of the number of new
items entering the market. Furthermore, the reguiemnt item is likely to be either of a
similar quality, to facilitate quality adjustmemtd thus have relatively low sales, or of a
different quality with relatively high sales, baquiring an extensive quality adjustment. In
either case this is unsatisfactory.

7.155 Chaining, unlike hedonic indices, does not us¢hallprice information in the
comparison for each link. Items 2 and 6, for exanplay be missing in March. The index
makes use of the price information on items 2 amdhén they exist, for the
January—February comparison, but does not allow d@fbsence to disrupt the index for the
February—March comparison. It may be that itematrisplacement for item 2. Note how
easily it is included as soon as two price quotenine available. There is no need to wait
for rebasing or sample rotation. It may be thahiiis a replacement for item 6. A quality
adjustment to prices may be required for the FelgrdMarch comparison between items 6
and 7, but this is a short-run one-off adjustmt,compilation of the index continuing in
March—April using item 7 instead of item8&NA1993(Chapter 16, para. 54) on price and

volume measurement picks up on the point:
In a time series context, the overlap between tbdyzts available in the two periods is almost lwbun
to be greatest for consecutive time periods (exmub-annual data subject to seasonal fluctog}io
The amount of price and quantity information thah de utilized directly for the construction of the
price or volume indices is, therefore, likely to bwximized by compiling chain indices linking
adjacent time periods. Conversely, the further tajber two time periods are, the smaller the overlap
between the ranges of products available in thepganiods is likely to be, and the more necessary it
becomes to resort to implicit methods of price cangons based on assumptions. Thus, the difficultie
created by the large spread between the directelyasp and Paasche indices for time periods that are
far apart are compounded by the practical diffiesltcreated by the poor overlap between the sets of
products available in the two periods.

7.156 The chained approach has been justified as theahakiscrete approximation to a
theoretical Divisia index (Forsyth and Fowler, 18810 Chapter 16). Reinsdorf (1998) has
formally determined the theoretical underpinninfthe index, concluding that in general
chained indices will be good approximations tottieoretical ideal — though they are prone
to bias when price changes “swerve and loop”, ac§2983) has demonstrated (see also
Forsyth and Fowler, 1981 and de Haan and Opperd663).

7.157 The dummy variable hedonic index uses all the oladanuary and March for a price
comparison between the two months. Yet the chamskek ignores unmatched successive
pairs, as outlined above; but this is preferabliéstfixed base equivalent. The hedonic
approach, in predicting from a regression equatiatyrally has a confidence interval
attached to such predictions. The width of therirgtkis dictated by the fit of the equation,



the distance of the characteristics from their maahthe number of observations. Matching,
chained or otherwise, does not suffer from any iptiexh error. Aizcorbe et al. (2001)
undertook an extensive and meticulous study of-teghnology goods (personal computers
and semiconductors) using quarterly data for thieo@el 993 to 1999. The results from
comparable hedonic and chained indices were rerlgrkamilar over the seven years of the
study. For, example, for desktop central processiits (CPUs) the index fell between the
seven years from 1993:Q1 to 1999:Q4 by 60.0 per(cemmy variable hedonic), 59.9 per
cent (chained Fisher) and 57.8 per cent (chainethg&ic mean). The results differed only
for quarters when there was a high turnover of teaind in these cases such differences
could be substantial. For example, for desktop CiRU$96:Q4 the 38.2 per cent annual fall
measured by the dummy variable hedonic methodrddféom the chained geometric mean
index by 17 percentage points. Thus with little elddrnover there is little discrepancy
between hedonic and chained matched models me#imatidor that matter, fixed base
matched indices. It is only when binary comparisonknks have a high model turnover that
differences arise (see also Silver and Heravi, 2G01d 2003).

7.158 Of course it is possible to make up for missinggsiby using partial, patched

hedonic estimates, as discussed above. Dulberg8®)tomputed hedonic indices for
computer processors and compared the results $e fnram a matched models approach. The
hedonic dummy variable index fell by about 90 pemtwver the period 1972 to 1984, about
the same as for the matched models approach whesengprices for new or discontinued
items were derived from a hedonic regression. Hawevhen using a chained matched
models approach with no estimates or imputationsnigsing prices, the index fell by 67 per
cent. It is also possible to combine methods; deH2003) used matched data when
available and the time dummy only for unmatche@dalis double imputation method

L ong-run and short-run comparisons

7.159 This section describes a useful formulation tocaidlity adjustment. Its innovation
arises from a possible concern with the long-rumnesof the quality-adjusted price
comparisons being undertaken. In the example ieTal, prices in March were compared
with those in January. Assumptions of similar pgbanges are required by the imputation
method to hold over this period for long-run imgigas — something that gives rise to
increasing concern when price comparisons contwvee longer periods, between January
and October, January and November, January andhibeceand even subsequently. To help
alleviate such concerns, this section consider®e-sun formulation, mentioned in
paragraph 7.42. Consider Table 7.5, which, for Bottp, has a single item A that exists
throughout the period, an item B which is permalyenissing in April, and a possible
replacement item C in April.

Table 7.5 Example of long-run and short-run conguanrs

Item January February March April May June
Comparable

replacement

A 2 2 2 2 2 2

B 3 3 4

C 6 7 8
Total 5 5 6 8 9 10
Explicit

adjustment

A 2 2 2 2 2 2

B 3 3 4 5/6 x 6=5 5/6 x 7=5.8 5/6x8=6.67

C 6/5x3 =3.60 6 7 8



Total 5 5 6 8 9 10

Overlap

A 2 2 2 2 2 2

B 3 3 4 6 x 4/5=4.8

C 5 6 7 8

Total 5 5 6 6.8

Imputation

A 2 2 2.5 3.5 4 5

B 3 3 4 3.5/2.5x4=5.6  4/3.5x5.6=6.4  5/4 x 6.4=8
Total 5 5 6.5 9.1 8.4 13

Figures in bold are estimated quality-adjustedgzridescribed in the text.

Quality adjustment methodsin short-run comparisons

7.160 A comparable replaceme may be found. In the previous example the focas
on the use of the Jevons index at the elementaey, Isince it is shown in Chapter 20 that
this has much to commend it. The example herethgseButot index, the ratio of arithmetic
means. This is not to advocate it, but only to mfexan example using a different
formulation. The Dutot index also has much to comdnié on axiomatic grounds, but fails
the commensurability (units of measurement) tedtsdmould only be used for relatively
homogeneous items. The long-run Dutot index forilAgmmpared with January is:

ZN: P/ /N
P, = —
z pl.]an/N
i=1

which is 8/5=1.60, a 60 per cent increase.

The short-run equivalent is the product of a long-index up to the immediately preceding
period, and an index for the preceding to the aciinperiod, i.e., for perioth4 compared
with periodt:

i pit+3/N i plt+4/N
==l

= i=1
P, N X

Z pt /N i pit+3/N
i=1

i=1

or for January with April:

N

i pM /N > F™IN
= i=1

PD =N X ilfll
Z lean/N Z pMar /N
= E (7.36)
6. .8_ 160
which is, of course, 5 6 as before.

7.161 Consider anon-comparable replacement with an explicit quaditjustmentSay, for
example, that C’s value of 6 in April is qualityjasted to be considered to be worth only 5
when compared to the quality of B. The quality atent to prices may have arisen from an



option cost estimate, a quantity adjustment, acsitive estimate or a hedonic coefficient, as
outlined above. Say that the long-run comparis@s as adjusted January price for C, which
is B’s price of 3 multiplied by 6/5 to upgradeatthe quality of C, i.e., (6/3) 3 = 3.6. From
April onwards, the prices of the replacement iterwa@ be readily compared to its January
reference period price. Alternatively, the pricé€an April onwards might have been
adjusted by multiplying them by 5/6 to downgradenthto the quality of B and enable
comparisons to take place with item B’s price inuky: for April the adjusted price is 5%6
6=5; for May the adjusted price is 5.8 and for Juie6.67 (see Table 7.5). Both procedures
yield the same results for long-run price companssd he results from both methods
(rounding errors aside) are the same for item B.

7.162 For the overall Dutot index, however, the resuli$ differ, since the Dutot index
weights price changes by their price in the ingiafiod as a proportion of total price (see
Chapter 20, footnote 27). The two quality adjustimeathods will have the same price
changes, but different implicit weights. The Dutatex in May is 9/5.6 = 1.607 if an
adjustment is made to the initial (January) pric&.8/5 = 1.56 if an adjustment is made to
the current period (May) price. The short-run iegdigive the same results for each

adjustment:
ixg = 1607
56 8 using an adjustment to the initial (January) prived
%8 - 156
5

using an adjustment to the current period (Maygepr

7.163 Theoverlap methodnay also take the short-run form. In Table 7.%ahe a price for

C in March of 5 that overlaps with B in March. Tita¢io of these prices is an estimate of

their quality difference. A long-run comparisonween January and April would be

(6 X 4 + 2)/5
5 = 1.36. The short-run comparison would be basetthemproduct of the

@xg =136

January to March and March to April lin 6 5 :

7.164 At this unweighted level of aggregation it can bersthat there is no difference
between the long-run and short-run results whengtdo not go missing, when comparable
replacements are available, when explicit adjustenare made for quality or when the
overlap method is used. The separation of shor{imest recent month-on-month) and long-
run changes may have advantages for quality assitarhelp spot unusual short-run price
changes. But this is not the concern of this chraptee short-run approach does, however,
have advantages when imputations are made.

Implicit short-run comparisons using imputations

7.165 The use of the short-run framework has been mamhgidered for temporarily
missing values, as outlined by Armknecht and Madt&smith (1999) and Feenstra and
Diewert (2001). Similar issues nevertheless arigde context of quality adjustment.
Consider again Table 7.5, but this time there isapdacement item C and item A’s prices
have been changed to show an upward trend. ItesraBain missing in April. A long-run
imputation for item B in April is given by (3.5/%)3 = 5.25. The price change is thus

(525+35)/5=175 5 75 per cent. This is, of course, the same resuhat obtained by



simply using item A (3.5/2 = 1.75), since the irofilassumption is that price movements of
item B, had it continued to exist, would have foléd those of A. The assumption of similar
long-run price movements may, in some instancesdjffieult to support over very long
periods. An alternative approach would be to uskaxt-run framework in which the imputed
price for April is based on the (say, overall) mgaice change between the preceding and
current period, i.e. (3.5/2.%% = 5.6 in the above example. In this case, theeprhange
between March and April is (5.6+3.5)/(2.5+4) = 1.%his is combined with the price change
between January and March 6.5/5 = 1.30, to givaddmeiary to April change of 1.%0.40 =
1.82, an 82 per cent increase.

7.166 Consider why the short-run result of 82 per ceidriger than the long-run result of
75 per cent. The price change for A between ManthAspril of 40 per cent, upon which the
short-run imputation is based, is larger than thexageannualchange of A, which is just
over 20 per cent. The extent of any bias fromalpisroach was found, above, to depend on
the ratio of missing values, and the differencevieen the average price change of the
matched sample and the quality-adjusted price ahahthe item that went missing, had it
continued to exist. The short-run comparison isg¢davoured if the assumption of similar
price changes is considered more likely to hold i@ long-run assumption.

7.167 There are data on price changes of the item teat@tonger available, item B in
Table 7.5, up to the period preceding the perioghich it is missing. In Table 7.5, item B
has price data for January, February and Marchldrdgerun imputation makes no use of
such data, simply assuming that price changestbegueriod of January to April, for
example, are the same for B as for A. Let the ttat8’s prices in Table 7.5 (penultimate
row) now be 3, 4 and 6 in January, February anccMaespectively, instead of 3, 3 and 4.
The long-run estimate for B in April is 5.25, agdre. The estimated price change between
March and April for B is now a fall from 6 to 5.2A.short-run imputation based on the price
movements of A between March and April would maverectly show an increase from 6 to
(3.5/25X 6 =8.4.

7.168 There may, however, be a problem with the continusel of short-run imputations.
Returning to the data for A and B in Table 7.5,1dar what happens in May. Adopting the
same short-run procedure, the imputed price chengj@en in Table 7.5 as (4/3%%.6 = 6.4
and for June as (5/%6.4=8. In the former case, the January to May pf@nge is

{((6.4+ 4) }{(5.& 3.5}2.08

5.6+ 3.5 (33
and in the latter, for June:

{((8+5) }{(6.4+4)} _ 260

64+ 4) (3 + 2)

compared with long-run comparisons for May and Juespectively, of:

{((4/2)><3+ 4)} _ 200
(3+2)



{((5/2)x3+5)}: 950
B8+2

7.169 A note of caution is required. The comparisons lisean imputed value for item B

in April and also an imputed value for May. Thecprcomparison for the second term in
eqguation (7.36) above, for the current versus imately preceding period, uses imputed
values for item B. Similarly, for the January tméuesults, the May to June comparison uses
imputed values for item B for both May and Junee phagmatic needs of quality adjustment
may of course demand this. If comparable replacé&menerlap links and resources for
explicit quality adjustment are unavailable, anin@ion must be considered. However,
using imputed values as lagged values in shortammparisons introduces a level of error
into the index which will be compounded with theantinued use. Long-run imputations are
likely to be preferable to short-run changes basethgged imputed values, unless there is
something in the nature of the industry that cangtiagainst such long-run imputations. There
are circumstances in which the price collector ipayeve the missing item to be temporarily
missing, and the imputation is conducted in theeetgtion that production will subsequently
continue; a wait-and-see policy is adopted underesaule, say that the item is missing for a
maximum of three months, after which the item isrded to be permanently missing. Such
pragmatic situations require imputations to extealdies over consecutive periods and call
for the use of lagged imputed values to be comparddcurrent imputed values, despite the
fact that this is cautioned against, especially @e¥eral months. There is an intuitive feeling
that the period over which this is undertaken stiawit be extensive. First, the effective
sample size decreases as the use of imputatioreises. Second, the implicit assumptions of
similar price movements inherent in imputationslass likely to hold over the longer run.
Finally, there is some empirical evidence, albeinf a different context, against the use of
imputed values as if they were lagged actual valses Feenstra and Diewert’s study (2001)
using data from the United States Bureau of Labatis3ics for their International Price
Program).

7.170 The above short-run approach will be developetienrtext section, where weighted
indices are considered. The practice of estimajiraity-adjusted prices is usually carried
out at the elementary item level. At this lowerdkthe prices of items may subsequently be
missing, and replacements with or without adjustisiand imputations are used to allow the
series to continue. New items are also being inired, as are newer varieties and switching
of sales between sections of the index. The turofathanging quality is not just about
maintaining similar price comparisons, but alsowdlibe accurate reweighting of the mix of
what is consumed. Under a Laspeyres frameworkytinele is held constant in the base
period, so any change in the relative importandéafis consumed is held to be of no
concern until the next re-basing of the index. pieicedures for updating the weights are
required to capture something of the very real gkann the mix of what is consumed. This
is considered in Chapter 9. The concern here s antequivalent higher-level procedure to
the short-run adjustments discussed above. Itagpanticularly suited to countries where
resource constraints prohibit the regular updatingeights through regular household
surveys.

Single-stage and two-stage indices

7.171 Consider aggregation at the elementary level. iBrige level at which prices are
collected from a representative selection of osithetross regions in a period and compared
with the matched prices of the same items in aexyueEnt period to form an index for, say,



lamb. Each price comparison is equally weighteeéssmthe sample design gives
proportionately more chance of selection to itenth wore sales. The elementary price
index for lamb is then weighted, and combined wthit weighted elementary indices for
other products to form the consumer price indedefons elementary aggregate index for
periodt+6 compared with periog for example, is given as:

P= [1(p/p!)
iON (t+6)n N t) (7.37)
Compare this with a two-stage procedure:
P Mleere)  (eiere)
iON (t+5)n N(t) iON(t+6)n

N(t+5) (7.38)

7.172 If an item is missing in period-6, an imputation may be undertaken. If equation
(7.37) is used, the requisite assumption is thaptice change of the missing item, had it
continued, is equal to that of the average of #meaining items over the perivco t+6. In
equation (7.38), the missing item in perte® may be included in the first stage of the
calculation, between periodandt+5, but excluded in the second stage, between srdd
andt+6. The requisite assumption is that price chabgéseen+5 andt+6 are equal.
Assumptions of short-run price changes are gewecatisidered to be more valid than their
long-run counterparts. The two-stage framework asothe advantage of including in the
worksheet prices for the current period and the ediately preceding one which, as is
shown in Chapter 9, promotes good data validitckbe

7.173 Feenstra and Diewert (2001) applied a number ohijahort-run imputation
procedures to price comparisons for the UnitedeStBureau of Labor Statistics International
Price Program. Although such price indices aretm®tirect interest of this manual, the fact
that about one-quarter of the individual itemskeztdid not have price quotations in any
given month makes it an interesting area in whicaxXplore the results from different
imputation procedures. When using the two-stagequore, Feenstra and Diewert (2001)
advise against carrying forward imputed periodgsias if they were actual values, for the
subsequent price comparisdine resulting price relatives for the subsequenbgdeéased on
prior imputations had a standard deviation abouddwhat of price relatives where no
imputation was required, leading the authors tachate that such a practice introduced a
significant amount of error into the calculatiorefistra and Diewert (2001) found that
higher variances of price changes arose from lamgmputation compared with the short-
run imputation method. They also found, from bdgkary and empirical work, that when
actual prices become available in a future datarseétwere used to interpolate back on a
linear basis the missing prices, then such estsriatal to much lower variances than the
short-run imputation approach. Such linear intexpohs, however, require the statistical
agency to store past information until a price gumcomes available, interpolate back the
missing price, and then publish a revised consyimee index.

Appendix 7.1 Data on personal computers, obtainad fJnited Kindgom Compaq and Dell
Web sites, July 2000, to illustrate hedonic regogss

SPEED( | RAM DELL*SPEE
PRICE MHz) JMB. | HD,M | DELL PRESARIO PROSIGNIA | CELERON | PENTIUM CD-RW DVD D (MHz)
(£) B Il

2123 1000 128 | 40 0

o

1642 700 128 | 40

2473 1000 384 | 40

2170 | 1000 128 | 60

olo|o|o|o
A
olo|o|o|o
o|o|o|o|o
olo|o|o

o|o|o|o|o
~|olo|o|o
olo|o|o

2182 | 1000 128 | 40




2232 1000 128 | 40 0 1 0 0 0 1 0 0
2232 1000 128 | 40 0 1 0 0 0 0 0 0
1192 700 384 | 40 0 1 0 0 0 0 0 0
1689 700 384 | 60 0 1 0 0 0 0 0 0
1701 700 384 | 40 0 1 0 0 0 0 1 0
1751 700 384 | 40 0 1 0 0 0 1 0 0
1851 700 384 | 40 0 1 0 0 0 0 0 0
2319 933 128 | 15 0 0 0 0 1 0 0 0
2512 933 256 | 15 0 0 0 0 1 0 0 0
2451 933 128 | 30 0 0 0 0 1 0 0 0
2270 933 128 | 10 0 0 0 0 1 0 0 0
2463 933 256 | 10 0 0 0 0 1 0 0 0
2183 933 64 10 0 0 0 0 1 0 0 0
1039 533 64 8 0 0 1 1 0 0 0 0
1139 533 128 | 8 0 0 1 1 0 0 0 0
1109 533 64 17 0 0 1 1 0 0 0 0
1180 533 64 8 0 0 1 1 0 1 0 0
1350 533 128 | 17 0 0 1 1 0 1 0 0
1089 600 64 8 0 0 1 0 1 0 0 0
1189 600 128 | 8 0 0 1 0 1 0 0 0
1159 600 64 17 0 0 1 0 1 0 0 0
1230 600 64 8 0 0 1 0 1 1 0 0
1259 600 128 | 17 0 0 1 0 1 0 0 0
1400 600 128 | 17 0 0 1 0 1 1 0 0
2389 933 256 | 40 0 1 0 0 1 0 0 0
1833 733 256 | 40 0 1 0 0 1 0 0 0
2189 933 128 | 40 0 1 0 0 1 0 0 0
2436 933 256 | 60 0 1 0 0 1 0 0 0
2397 933 256 | 40 0 1 0 0 1 0 1 0
2447 933 256 | 40 0 1 0 0 1 1 0 0
2547 933 256 | 40 0 1 0 0 1 0 0 0
2845 933 384 | 60 0 1 0 0 1 0 0 0
2636 933 384 | 60 0 1 0 0 1 0 0 0
1507 733 64 30 0 1 0 0 1 0 0 0
1279 667 64 10 1 0 0 0 1 0 0 667
1379 667 128 | 10 1 0 0 0 1 0 0 667
1399 667 64 30 1 0 0 0 1 0 0 667
1499 667 128 | 30 1 0 0 0 1 0 0 667
1598 667 128 | 30 1 0 0 0 1 1 0 667
1609 667 128 | 30 1 0 0 0 1 0 1 667
1389 667 64 10 1 0 0 0 1 0 1 667
999 667 64 10 1 0 0 1 0 0 0 667
1119 566 64 30 1 0 0 1 0 0 0 566
1099 566 128 | 10 1 0 0 1 0 0 0 566
1097 566 64 10 1 0 0 1 0 1 0 566
1108 566 64 10 1 0 0 1 0 0 1 566
1219 566 128 | 30 1 0 0 1 0 0 0 566
1318 566 128 | 30 1 0 0 1 0 1 0 566
1328 566 128 | 30 1 0 0 1 0 0 1 566
1409 566 128 | 10 1 0 0 0 1 0 0 733
1809 733 384 | 10 1 0 0 0 1 0 0 733
1529 733 128 | 30 1 0 0 0 1 0 0 733
1519 733 128 | 10 1 0 0 0 1 0 1 733
1929 733 384 | 30 1 0 0 0 1 0 0 733
2039 733 384 | 30 1 0 0 0 1 0 1 933
2679 933 128 | 30 1 0 0 0 1 0 0 933
3079 933 384 | 10 1 0 0 0 1 0 0 933
2789 933 128 | 10 1 0 0 0 1 0 1 933
3189 933 384 | 10 1 0 0 0 1 0 1 933




